
Lecture Notes in Physics 

Editorial Board 

H. Araki 
Research Institute for Mathematical Sciences 
Kyoto University, Kitashirakawa 
Sakyo-ku, Kyoto 606, Japan 

E. Br~zin 
Ecole Normale Sup~rieure, D6partement de Physique 
24, rue Lhomond, F-75231 Paris Cedex 05, France 

J. Ehlers 
Max-Planck-lnstitut fiir Physik und Astrophysik, Institut for Astrophysik 
Karl-Schwarzschild-Strasse 1, W-8046 Garching, FRG 

U. Frisch 
Observatoirc de Nice 
B. P. 139, F-06003 Nice Cedex, France 

K. Hepp 
Institut ftir Theoretische Physik, ETH 
H6nggerberg, CH-8093 Ziirich, Switzerland 

R. L. Jaffe 
Massachusetts Institute of Technology, Department of Physics 
Center for Theoretical Physics 
Cambridge, MA 02139, USA 

R. Kippenhahn 
Rautenbreite 2, W-3400 G6ttingen, FRG 

H. A. Weidenmiiller 
Max-Planck-Institut for Kernphysik 
Postfach 10 39 80, W-6900 Heidelberg, FRG 

J. Wess 
Lehrstuhl f/Jr Theoretische Physik 
Theresienstrasse 37, W-8000 M~nchcn 2, FRG 

J. Zittartz 
lnstitut for Theoretische Physik, Universit~it K61n 
Ztilpicher Strasse 77, W-5000 K61n 41, FRG 

Managing Editor 

W. Beiglbtick 
Assisted by Mrs. Sabine Landgraf 
c/o Springer-Verlag, Physics Editorial Department V 
Tiergartenstrasse 17, W-6900 Heidelberg, FRG 



The Editorial Policy for Proceedings 

The series Lecture Notes in Physics reports new developments in physical research and teaching- quickly, 
informally, and at a high level. The proceedings to be considered for publication in this series should be 
limited to only a few areas of research, and these should be closely related to each other. The contributions 
should be of a high standard and should avoid lengthy redraftings of papers already published or about to 
be published elsewhere. As a whole, the proceedings should aim for a balanced presentation of the theme 
of the conference including a description of the techniques used and enough motivation for a broad 
readership. It should not be assumed that the published proceedings must reflect the conference in its 
entirety. (A listing or abstracts of papers presented at the meeting but not included in the proceedings could 
be added as an appendix.) 
When applying for publication in the series Lecture Notes in Physics the volume's editor(s) should submit 
sufficient material to enable the series editors and their referees to make a fairly accurate evaluation (e.g. 
a complete list of speakers and titles of papers to be presented and abstracts). If, based on this information, 
the proceedings are (tentatively) accepted, the volume's editor(s), whose name(s) will appear on the title 
pages, should select the papers suitable for publication and have them refereed (as for a journal) when 
appropriate. As a rule discussions will not be accepted. The series editors and Springer-Verlag will 
normally not interfere with the detailed editing except in fairly obvious cases or on technical matters. 
Final acceptance is expressed by the series editor in charge, in consultation with Springer-Verlag only after 
receiving the complete manuscript. It might help to send a copy of the authors' manuscripts in advance 
to the editor in charge to discuss possible revisions with him. As a general rule, the series editor will 
confirm his tentative acceptance if the final manuscript corresponds to the original concept discussed, if 
the quality of the contribution meets the requirements of the series, and if the final size of the manuscript 
does not greatly exceed the number of pages originally agreed upon. 
The manuscript should be forwarded to Springer-Verlag shortly after the meeting. In cases of extreme 
delay (more than six months after the conference) the series editors will check once more the timeliness 
of the papers. Therefore, the volume's editor(s) should establish strict deadlines, or collect the articles 
during the conference and have them revised on the spot. If a delay is unavoidable, one should encourage 
the authors to update their contributions if appropriate. The editors of proceedings are strongly advised 
to inform contributors about these points at an early stage. 
The final manuscript should contain a table of contents and an informative introduction accessible also 
to readers not particularly familiar with the topic of the conference. The contributions should be in 
English. The volume's editor(s) should check the contributions for the correct use of language. At 
Springer-Verlag only the prefaces will be checked by a copy-editor for language and style. Gravelinguistic 
or technical shortcomings may lead to the rejection of contributions by the series editors. 
A conference report should not exceed a total of 500 pages. Keeping the size within this bound should be 
achieved by a stricter selection of articles and not by imposing an upper limit to the length of the individual 

papers. 
Editors receive jointly 30 complimentary copies of their book. They are entitled to purchase further copies 
of their book at a reduced rate. As a rule no reprints of individual contributions can be supplied. No royalty 
is paid on Lecture Notes in Physics volumes. Commitment to publish is made by letter of interest rather 
than by signing a formal contract. Springer-Verlag secures the copyright for each volume. 

The Production Process 

The books are hardbound, and quality paper appropriate to the needs of the authors is used. Publication 
time is about ten weeks. More than twenty years of experience guarantee authors the best possible service. 
To reach the goal of rapid publication at a low price the technique of photographic reproduction from a 
camera-ready manuscript was chosen. This process shifts the main responsibility for the technical quality 
considerably from the publisher to the authors. We therefore urge all authors and editors of proceedings 
to observe very carefully the essentials for the preparation of camera-ready manuscripts, which we will 
supply on request. This applies especially to the quality of figures and halftones submitted for publication. 
In addition, it might be useful to look at some of the volumes already published. 
As a special service, we offer free of charge LATEX and TEX macro packages to format the text according 
to Springer-Verlag's quality requirements. We strongly recommend that you make use of this offer, since 
the result will be a book of considerably improved technical quality. 
To avoid mistakes and time-consuming correspondence during the production period the conference 
editors should request special instructions from the publisher well before the beginning of the conference. 
Manuscripts not meeting the technical standard of the series will have to be returned for improvement. 

For further information please contact Springer-Verlag, Physics Editorial Department V, Tiergarten- 
strasse 17, W-6900 Heidelberg, FRG 



R. Schmidt H.O. Lutz R. Dreizler (Eds.) 

Nuclear Physics Concepts 
in the Study of 

Atomic Cluster Physics 

Proceedings of the 88th WE-Heraeus-Seminar 
Held at Bad Honnef, FRG, 26-29 November 1991 

Springer-Verlag 
Berlin Heidelberg NewYork 
London Paris Tokyo 
Hong Kong Barcelona 
Budapest 



Editors 

Rtidiger Schmidt 
Institut ftir Theoretische Physik, Technische Universit~it Dresden 
MommsenstraBe 13, 0-8027 Dresden, Fed. Rep. of Germany 

Hans O. Lutz 
Fakult~t ffir Physik, Universit~t Bielefeld 
Universit~itsstraBe 25, W-4800 Bielefeld, Fed. Rep. of Germany 

Reiner Dreizler 
Institut ftir Theoretische Physik, Universit~it Frankfurt 
Robert-Mayer-Strage 8-10, W-6000 Frankfurt a. M. 1, Fed. Rep. of Germany 

ISBN 3-540-55625-7 Springer-Verlag Berlin Heidelberg New York 
ISBN 0-387-55625-7 Springer-Verlag New York Berlin Heidelberg 

This work is subject to copyright. All rights are reserved, whether the whole or part of 
the material is concerned, specifically the rights of translation, reprinting, re-use of 
illustrations, recitation, broadcasting, reproduction on microfilms or in any other way, 
and storage in data banks. Duplication of this publication or parts thereof is permitted 
only under the provisions of the German Copyright Law of September 9, 1965, in its 
current version, and permission for use must always be obtained from Springer-Verlag. 
Violations are liable for prosecution under the German Copyright Law. 

© Springer-Verlag Berlin Heidelberg 1992 
Printed in Germany 

Typesetting: Camera ready by author/editor 
Printing: Druckhaus Beltz, Hemsbach/Bergstr. 
Bookbinding: Buchbinderei Kr~inkl, Heppenheim 
58/3140-543210 - Printed on acid-free paper 



Pre face  

This volume contains papers presented at the 88th WE-Heraeus-Seminar 

"Nuclear Physics Concepts in Atomic Cluster Physics" in Bad Honnef, 

November 26-29, 1991. 

Cluster physics, a field with an inherently interdisciplinary nature, is of 

rapidly growing scientific interest. Aspects of atomic and molecular physics, 

as well as condensed matter and chemical physics, are important for un- 

derstanding the rich variety of atomic cluster phenomena. Moreover, it 

has become apparent that phenomena in atomic nuclei often have corre- 

sponding analogies in atomic clusters. Impressive examples are shell closing 

effects, collective excitations, fission, and scattering processes. It is thus 

not surprising that concepts originally developed in nuclear physics pro- 

vide very powerful tools for the investigation and interpretation of atomic 

cluster properties. A discussion of nuclear and cluster phenomena, aiming 

at increasing the interaction between the two communities, could therefore 

cross-fertilize both cluster and nuclear physics, and thus also act as an im- 

portant stimulus for both fields. To this end, approximately 65 scientists 

from the two fields met in Bad Honnef to discuss such problems of common 

interest. In order to provide the scientific program with a clear structure, 

it was organized in four topical sections: 

- Electronic and Nuclear Shells: 

Shell closing effects and the corresponding special stabilities ("magic 

numbers") provide the best-known analogy between nuclear and cluster 

physics. Recently, shell effects have been found in atomic clusters with 

up to several thousand particles, giving evidence of "super shells". 

- Fission of Clusters and Nuclei: 

Coulomb explosion of clusters is still a poorly understood phenomenon. 

It is supposedly quite similar to nuclear fission, although electronic shell 

structures axe expected to play a dominant role. 

- Cluster Collisions and Nuclear Reactions: 

The physics of cluster collisions is rather new territory. Here a very 

lively and promising development is taldng place. Many fascinating 
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analogous phenomena have been found, for example the dominant re- 

action charmels in collisions between clusters, or the break-up processes 

in cluster-atom collisions. 

- S~ructure8 and Excited States of Clusters and Nuclei: 

An intense discussion centered around the traditional areas of atomic 

and electronic cluster structure, which still provide some of the most 

challenging problems to theory as well as experiment .  Good progress 

has been made in the interpretation of collective excitation in clusters 

("giant resonances"), strongly aided by nuclear theory, which is also 

providing interesting new concepts and viewpoints. 

The discussions were of high quality, always lively and sometimes quite 

controversial, partly due to the different "languages" spoken in the differ- 

ent scientific areas; particularly this latter fact once more confirmed the 

importance of such a meeeting as a forum for clarifying interaction. 

The Physikzentrum provided an excellent frame for a meeting in a very 

friendly and stimulating atmosphere. Our special thanks are due to the 

WE-Heraeus-Stiftung for providing the organizational frame. We gratefully 

acknowledge financial support from the Ministerium f/ir Wissenschaft und 

Forschung (MWF) of the State of Nordrhein-Westfalen. 

Bielefeld lZ. Schmidt 

March 1992 H.O. Lutz 

R. Dreizler 
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Clusters in Nuclear Physics: 
From Nuclear Molecules to 

Cluster Radioactivities 

W a l t e r  G r e i n e r  

I n s t i t u t  f u r  T h e o r e t i s c h e  P h y s i k  d e r  U n i v e r s i t £ t  

Frankfurt am Main, Germany 

1 Introductory  Remarks  

Nuclear molecules have been first experimentally discovered by Bromley et 
al. [1] in the scattering of 12C on 12C, as resonant phenomena. Other systems 
where they could be observed since then include 1~0 + 12C, 160 + 160, 2sSi -t- 
2ssi, 24Mg + 24Mg, etc [2]. Resonances in the scattering excitation functions 
typically exhibit gross structure widths (I~cM "~ 2 - 4 MeV) and superimposed 
intermediate structure widths (FCM "~ 0.5 MeV). The correlation of structures 
between different exit channels have been successfully explained by the double 
resonance mechanism [3] based on two centers shell modell (TCSM) [4] [5]. 

The principle behind an atomic molecule is well known. There are usually 
two or more centers (the nuclei) around which electrons are orbiting and thus 
binding them. An atomic quasimolecule is a short-living intermediate system, 
formed in nuclear scattering, in which electrons feel - during the collision - the 
binding of both atomic nuclei. Similarly, in a nuclear molecule the outermost 
bound nucleons are orbiting around both nuclear cores, binding them together 
for times r(mol) longer than the collision time r(coll). Depending on the 
ratio of these times, a whole variety of more or less pronounced intermediate 
phenomena do occur : from molecules of virtual and quasibound type to 
longer living intermediate, nearly compound systems. 

The analogy to the atomic case should be stressed. There the poten- 
tial minimum between the atoms comes from certain two-center orbitals with 
lower energy, which expresses the binding effect due to valence electrons. 
Similarly, in the nuclear case the two-center shell structure of the various 
valence nucleons causes the additional binding. The nuclear molecules are, 
however, much more complex than the atomic ones. Because of the strong 
force many more nucleons participate in the molecular interaction, depending 
on the overlap and fragmentation of the two subsystems. This leads to var- 
ious types of nuclear molecules. Also there are many more closed and open 
channels and collective degrees of freedom, which damp the molecular states 



more than in atomic physics. At higher energies compression effects become 
important. 

Etectronic Nucteonic @ on Asymmetric Fission Ctuster rodioactivnty 

ll=A-~N 

R 

Figu re  1: Electronic and nucleonic molecules. Shape isomers are also nu- 
clear molecules. Shapes and potentail energy surfaces for asymmetric fission 
and duster  radioactivity indicate intermediate molecular configurations. The 
radial R and mass asymmetry ~/coordinates in the fragmentation theory are 
illustrated. The last diagram indicates the focussing collective flow leading to 
asymmetric or superasymmetric fission or even to cluster decay. The valley 
at 7/= 0.8 corresponds to cluster radioactivity and at r /=  0.2 to fission. Only 
the half of the figure (for r />  0) was plotted; the other half is symmetric. 

Even the fission isomers or the recently discovered shape isomers (superde- 
formed or hyperdeformed shapes produced at very high spins) as well as the 
nuclear systems exhibiting cluster radioactivities, might be considered to be 
nuclear molecules. At least there are quasimolecular stages in a fission and 
cluster decay process. For such objects it is essential that the potential en- 
ergy has a certain "pocket", i. e. one or more minima, as a function of 
the two-center distance R, or as a function of the mass asymmetry coordi- 
nate r / =  (Ax - A2)/(Ax + A2). In these-minima the system is captured for 
some time during their relative motion (see Fig. 1), or the collective flow is 
channeled (focussed) during the separation process. 

In order to explain the ground state deformations of many nuclei, the 
asymmetric distribution of fission fragments, fission isomers, intermediate 
structure resonances in fission cross-sections, etc, it is important to take into 



account both the collective and single-particle aspects of nucleonic motion, 
or , in other words, to add a shell and pairing correction to the liquid-drop 
energy [6] when the potential barrier is calculated. Otherwise, within the 
liquid-drop model, the nuclear shapes are always highly symmetric : spheri- 
cal in the ground state, axially and reflection symmetric at the saddle point 
of the interaction potential. By using the TCSM for describing the single- 
particle states, one can follow the shell structure all the way from the original 
nucleus, over the potential barriers, up to the final stage of individual well 
separated fragments. Within fragmentation theory [7] [8] all kinds of fission 
fragment mass distributions experimentally observed (symmetric, asymmet- 
ric, superasymmetric) have been explained. Typical shapes are shown in 
Fig. 1. Superasymmetric fission and bimodal fission (experimentally discov' 
ered by Hulet et al.) [18] [19] are particular forms of the influence of shell 
structure on the dynamics of low energy collective motion. The basic infor- 
mation about these phenomena can be found in Figs. 2 and 5 - 8. The cold 
fission phenomenon is intimately connected with the high energy mode in 
bimodal fission and also with cluster radioactivity dicussed further below. In 
fact, extrapolating from asymmetric to superasymmetric fission and further 
to extreme asymmetric break-up of n nucleus we are lead to duster radioac- 
tivity; in particular to the inside that there is no difference between fission 
and radioactivity. 

Cluster radioactivity has been predicted in a classical paper by Sand- 
ulescu, Poenaru and Greiner [9]. Among other examples given in this paper, 
it was shown that 14C should be the most probable cluster to be emitted 
from 222Ra and 224Ra. Four years Inter, Rose and Jones [10] detected I4C 
radioactivity of 2231~. Since then, other types of emissions (O, Ne, Mg, Si) 
have been identified. Theories and experiments have been recently reviewed 
[11] [12] [13]. Cluster radioactivities to excited states of the daughter and of 
the duster, predicted by Martin Greiner and Werner Scheid [14] have also 
been observed as a fine structure [15]. 

Other experimental facts prove the presence of strong shell effects in cold 
rearrangement processes. Cold fusion with one of the reaction partner 2°Spb 
was of practical importance for the synthesis of the heaviest elements [16]. 
This has been suggested rather early [17]. 132Sn and its neighbours plays a 
key role in cold and bimodal fission phenomena [18] [191. 

A pocket due to shell effects is present in the potential barrier of super- 
heavy nuclei for which liquid drop barrier vanishes. It was estimated that 
magic numbers for protons and neutrons higher than 82; 126, are 114; 184, 
respectively~ hence 29s114 is supposed to be double magic. Unfortunately no 
experimental evidence was obtained up to now in spite of a long search in 
nature and many attempts to produce superheavies by nuclear reactions. 

From the rich variety of interconnected phenomena we have mentioned 
only few; some others will be presented in the following sections. 



2 The  Nuc l ear  T w o - C e n t e r  Shell  M o d e l  

A single-particle shell model asymptotically correct for fission and heavy- 
ion reactions was developed [4] [5] on the basis of the two-center oscillator, 
previously used in molecular 
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Figure  2: Two-center shell model potential along the z-axis, nuclear shape 
and level diagram for supera~ymmetric fission of 232U with the light fragment 
24Ne. The levels leading to final states of the light fragment are plotted with 
dashed-lines. The asymptotic shells are reaching for inwards, practically close 
or up to the the saddle point. The approximate position of the saddle as a 
function of the two-center distance 6 z  = z l  - z 2  is indicated by a straight 
line. 

physics. Besides the usual kinetic energy [20] p2/2m , a shape dependent 
potential V, hp , a spin-orbit coupling term ~ ,  and a/2-correction term Vz2 



are present in the Hamiltonian, /:/ of the TCSM. It is convenient to use a 
cylindrical system of coordinates (z, p, ~) due to the assumed axial symmetry 
of the problem. One has : 

[-I = p 2 / 2 m  + V~hp(p, z; R ,  7, ~, fl~, ~2) + Vu(r, p, s; x,) + Vt= (r, p; ai, #i) (1) 

where r, p, s are the coordinate, momentum and spin of a single nucleon 
of mass m, / /  = z2 - zl is the separation distance between centers, 77 = 
(V1 - ½)/(V~ + V2) is the mass asymmetry parameter, V/ (i = 1,2) are the 
volumes of the fragments, ~ = E ' / E o  is the neck parameter, fli = ai/b~ are 
the deformations, ~i and /~i are mass-dependent quantities defined in the 
Nilsson model (which is obtained for R = 0 within TCSM). Eo is the actual 
barrier height and E'  2 2 = mwz~ z i /2  is the barrier of the two-center oscillator. 
For R = 0 and R ~ co one nucleus and two fragments, respectively, are 
described. 

The Harniltonian is diagonalized in a basis of eigenfunctions analytically 
determined. As a result, the proton and neutron energy level diagrams for 
a given set of deformation parameters are obtained. An example of neutron 
levels for the split of 232U in 24Ne and ~°Spb is presented in Fig. 2. In this case 
a folded-Yukawa potential has been used for a nuclear shape parametrization 
obtained by smoothly joining two spheres with a third surface generated by 
rotating a circle of radius R3 = 1/cs around the symmetry axis. A small 
radius R3 = 1 fm has been chosen in the above diagram. 

3 N u c l e a r  M o l e c u l e s  and  N u c l e a r  L a n d a u -  
Zener  Effect  

In peripheral heavy ion reactions, only the nucleons located near the surface 
of each participant are moving on molecular orbits. The lower shells nuclei 
are forming the nuclear "cores" of the molecule. Molecular orbits are formed 
and can be observed when the ratio of the collision time to nuclear period 
(orbiting time) of the valence nucleon, roughly given by X/¢FApr/Etb,  is high 
enough. Here eF is Fermi energy, and Ezb/Apr is the bombarding energy per 
nucleon. For exaznple in a collision of ~70 with 12C at energies near the 
Coulomb barrier, this ratio is about 3.5, and consequently the effect may be 
viewed. Resonances are observed in a narrow window of the excitation energy 
versus angular momentum plane - the molecular window. 

Signatures of the formation of molecular orbits are observable in reaction 
channels involving enhanced nuclear transitions of nucleons between molecu- 
lar levels (elastic and inelastic transfer, or inelastic excitation of the valence 
nucleons), due to avoided crossing of molecular single nucleon levels - the 
nuclear Landau  - Zener  effect . According to a theorem of Neuma~n and 
Wigner, levels with the same symmetry cannot cross. This avoided level 



crossing is the point of nearest approach of two levels with the same projec- 
tion of angular momentum ~, on the internuclear axis. The nuclear Landau 
- Zener effect [21] consists in a large enhancement of transition probability 
between the two levels at pseudocrossing (avoided crossing). For a constant 
relative velocity v of two nuclei, the transition probability P from the lower 
adiabatic state to the higher one (see Fig. 3) is 
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P1-.2 = 2PLz(1 - PLz);  PLz = e x p ( - 2 ~ a )  

=1 g- I~ / [h  v I ~--~(~1 - g2) I] (2) O 

where 2H12 is the closest distance between the adiabatic eigenvalues El,  E2 
at R = Re, and ei are the corresponding diabatic (crossing) levels given by : 

i I 1 2 ] i / 2  -~,,~ -- ~-(e, + ~) ' /~ :F [~(~, - e ~ ) ~ +  I H , 2  (3)  

As a function of incident energy~ P1--*2 steeply rises to 0.5 and then drops to 
zero, 

An example of avoided level crossing is shown in Fig. 3 at R = Re, where 
two [ ~/ [= 1/2 levels, are approaching the single particle states ld5/2 and 
281/2 of 170 for R --e oo. Assuming the valence neutron on lds/2 level in the 
ground state of 170 and the 2~1/2 level in its first excited state, signatures of 
nuclear molecular resoances have been predicted [21] in the inelastic excitation 



function of 170 + 12C reaction. The valence neutron of 170 is strongly excited 
from ground state to the 2sl/2 excited state (1/2 +) at E*= 0.871 MeV. 

Two excitation mechanisms between molecular single-particle levels are ef- 
fective radial and rotational couplings. The former acts between states with 
the same ~, and is largest (see the lower part of Fig. 3) at the point of an 
avoided level crossing (Landau - Zener transition). The later (Coriolis cou- 
pling) arises from the rotation of the body fixed coordinate system. It causes 
transitions between states with ~2 + 1, and is the largest at the crossing point 
of levels. The TCSM level diagrams (as in Fig. 3) are used to predict en- 
hanced transitions and to determine the most important couplings in specific 
reactions. 

The oscillatory behaviour of the differential cross sections for elastic scat- 
tering of 170 on 12C and inelastic excitation of the first 1/2 + state of 170, 
at incident energies of 50 and 62 MeV, experimentally determined by the 
Strasbourg group [22] (see Fig. 4) is an evidence of nuclear molecular phe- 
nomena. Complete quantum - mechanical molecular reaction calculations for 
this system have been performed within molecular particle-core model. In this 
model, first introduced in 1972 [23] and improved successively [24] [25] [26] 
[27] the outermost bound nucleons are eigenstates of the TCSM. The mean 
field is generated by all nucleons and contains adiabatic polarisation effects 
between nuclei. By considering two unequal cores and one valence neutron, 
the Hamiltonian of the model contains two operators of kinetic energy (for 
valence neutron and two cores) and an optical potential (U + iW) function 
of the separation distance between the cores. 

The wave function ~blM of the scattering problem , written in the labora- 
tory system for a given angular momentum I, has the same structure as in the 
strong coupling (Nilsson) model, but here O~jn is eigenfunction of the asym- 
metric TCSM Haxniltonian. The coupled channel equations for the radial 
wavefunctions R~lz are obtained by projection. In the coupled channel cal- 
culations, the elastic scattering and the excitation of the 1/2 + state at 0.871 
MeV have been included. The radial coupling shown in Fig. 3, has a strong 
narrow peak due to Landau- Zener effect at R = 7.6 fro. This peak is located 
just behind the barrier of the real optical potential U. Rotational couplings 
also induce transitions between elastic and inelastic channels. As it is shown 
in Fig. 4, the experiment is in good agreement with the theory. The agree- 
ment of the theory with the backward rise of the neutron-transfer crossection 
demonstrates the existence of the Landau-Zehner-effect and hence the level- 
crossing. This in turn is proof that we are dealing with nuclear molecules, 
because level crossings as a function of the two-center distance are charac- 
teristic molecular effects. 

We believe that fusion reaction calculations including channels with enhanced 
single-particle transitions due to the nuclear Landau-Zener effect, could clar- 
ify the role of molecular states in the fusion process. A possible connection 
of nuclear molecules with cluster radioactivity has been emphasized [28]. 
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A pocket in the potential barrier of giant systems (U-U for example) is a 
good indication about the possibility to produce experimentally giant atomic 
or nuclear molecules. These are of extremely high importance for testing 
the electrodynamics of strong fields, predicting sponta~neous production of 
electron-positron pairs. 
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F i g u r e  4: Differential cross sections for: (a) the elastic scattering of 1tO 
on I~C; (b) inelastic excitation of the first 1/2 + state of 170 at the incident 
energies 50 and 62 MeV. The solid and dotted lines are calculations in corre- 
spondence with similar curves from Fig. 3b. (c) The calculated transfer yield 
is found to be very sensitive to the energy splitting of the avoided crossing. 
The figure demonstrates the influence of a variable intensity of the radial 
coupling. 
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Let us also mention the analogy of these nuclear molecules with atomic clus- 
ter molecules, as first discussed by R,. Schmidt (these proceedings). For these 
do also exist internuclear potentials with boundary pockets. Figure 5 illus- 
trates a molecular dynamics-calculation for a (Na)9-(Na)9-cluster collision 
clearly visualizing the formation of a (Na)9-(Na)9-molecule. In figure 6 the 
inter-cluster potential is sketched. 

4 F i s s i o n  P r o c e s s e s  w i t h i n  F r a g m e n t a t i o n  

The theory of fragmentation is a consistent method allowing to treat two-body 
and many-body breakup channels in fission, fusion, and heavy ion scattering. 
Within this theory we get a unified point of view on fission, superasymmetric 
fission, cold- and bimodal- fission and cluster decay. 
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F i g u r e  7: Mass yields for various Fm isotopes calculated by using differ- 
ent inertia : B , ,  (full curve); average B (chain curve), and smoothed B 
(dashed curve). Experimental data are denoted by points. The observation 
of superasymmetric fission with one of the clusters being ~SNi is a formidable 
task. 

The main collective coordinates have been already defined in section 2. By 
assuming the adiabatic approximation, for each pair of (R,q) coordinates, 
the liquid drop energy VLDM(R, r/,¢, ]3Z, , f12) can be minimised with respect 
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to s, ill, f12, leading to  ELDM(R, 7). Then the shell and pairing corrections 
5U(R, 77) are added. In this way the time consuming procedure of calculating 
single-particle levels is applied only once for a given combination (R, r/). Also 
the collective mass tensor Bik(R, 7) can be calculated by using the states of 
the TCSM supplemented with pairing forces. 

At high excitations the shell effects could be completely washed up. To 
account for this physical behavior, a Gaussian factor is introduced : 

V(R, 7, e) = ELDM(•, 7) + 5U(R, 7) exp(-e2/e] )  (4) 

where at a given excitation energy, E*, the nuclear temperature equals 

e = (IOE*/A) 1/2. 

One can choose Oo = 1.5 MeV in order to obtain a vanishing contribution of 
shell effects at excitation energies of the order of 60 MeV. The wave function 
Oh(R, 7, O) is a solution of a Schroedinger equation in 7: 

h 2 0 1 0 
07 07 + V(R, 7, O))OKR, 7, O) = E~Ok(R, 7, O) (5) 

EkaM*6U 

0 5 10 15 20 25 
R[fm] 

Figu re  8: Potential energy surface for symmetric fission of 256Fm The dashed 
curve with arrow is the elongated shapes fission path. The dot-and-dashed 
curve is the compact shapes (cold) fission path. 

Here R is kept fixed and only the 7-degree of freedom is treated in order to 
simplify the procedure and the understanding. This can be justified as long 
as fission is an adiabatic process. 
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The fission fragment mass yield normalized to 200% is given by : 

Y( A2) =[ kO(R,r/, O )[2 V/~,,(400 /A) (6) 

where B , ,  is a diagonal component of the inertia (effective mass) tensor, and: 

I = = E lq~(R, ThO)l~exp(--Ek/O) 
k 

(7) 

The example of transition from asymmetric to symmetric fission in Fm 
isotopes (see Fig. 7) illustrates again the dominant influence of shell effects 
[29] on fission fragment mass asymmetry. This transition was confirmed by 
experiment [30]. Moreover, bimodal fission has been observed in this region 
of nuclei [19]. A typical potential energy surface for a nucleus undergoing 
bimodal fission is shown in Fig. 8, containing the two paths for normal and 
cold fission [45]. Rather quantitative investigations of this phenomenon have 
been given by Sobichewski te al. [33]. 

The side peaks in Fig. 7 have also been obtained in other calculations 
based on fragmentation theory, as for example in U and No. First experimen- 
tal indications for superasymmetric fission can be deduced from Gbnnenwein's 
experiments [18]. Clearly the mass distributions in Eq. (6) yield also contri- 
butions for extreme break-ups of the fissioning nucleus, i. e. for r/,-, 0.8 - 1.0. 
This means that  nuclei emit small clusters, even though with small probabil- 
ity. We are thus lead to the idea of cluster radioactivity and, furthermore, 
to the inside that  there is no difference between (cold) fission and a radioac- 
tive process. To further illustrate this idea, let us look at the groundstate 
wavefunction and its mass distribution for a two-center potential , as shown 
in Fig. 7. Obviously 

P(r/) = / @*(R, r/)~o(R, r/)d3R (8) 

can be interpreted as the cluster preformation probability in a nucleus of 
mass A within the interval r/, r/+ dr/of cluster formation. In order to describe 
cluster radioactivity one has to extend the theory to very asymmetric shapes. 

The ATCSM contains odd multipole moments due to the use of the mass 
asymmetry coordinate r/. The octupole moment is given by : 

Q3o( R, r/) = ~ / Y~o( O, 0 )r3 p~(r, R, r/ )d3r (9) 

where p~ is the charge density resulting for this isolated fragmentation. 
Another interesting feature of the ground state wave function follows from 

the quantity P(r/) = f ] g2o(R, r/)12dR. As mentioned above, this is the prefor- 
marion probability for the cluster configuration characterized by mass asym- 
metry 77. With this interpretation we can  see that  the observable octupole 
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Figu re  9: Potential energy surfaces versus mass asymmetry and separation 
distance between centers for 232U at a fixed neck coordinate c3 = 0.2/fm. The 
dashed lines are fission paths leading to a given final mass asymmetry. The 
corresponding half-life (in years) along these paths are plotted in the middle 
part of the figure. It is comparable with the lifetime (in seconds) spectrum 
of zz4U calculated within ASAFM, given in the lower part of the figure. The 
upper two pictures have been calculated by D. Schnabel and H. Klein. 
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moment  is not a result of one particular configuration of the type shown in 
Fig. 1, but a superposition of all clusters, weighted by the corresponding 
preformation probability. 

On the potential energy surface [32] given in Figs.9 and 10, the fission 
paths leading to various final asymmetries are shown with dashed lines. They 
are determined by minimizing [31] the WKB-integral. Shell corrections based 
on the energy levels of the kind shown in Fig. 2 have been added to the 
Yukawa-plus-exponential potential energy extended for fragments with dif- 
ferent charge densities [34]. The inertia tensor has been computed by using 
Werner-Wheeler approximation within hydrodyna.mical model. A fixed neck 
radius has been assumed. The corresponding halflife obtained along each 
path in the upper part of Fig. 9 is plotted in the middle part, showing that  
according to these calculations, Ne radioactivity of 232U has a larger probabil- 
ity than the spontaneous fission of the same nucleus. It is interesting to note 
the similarity with the t ime spectrum of the 234U nucleus calculated within 
ASAFM. Finally we mention that  fragmentation potentials can also be cal- 
culated for metallic clusters, as done by Rfidiger Schmidt (see contribution 
to this conference) which must be seen in analogy to the nuclear ones for U 
fission and Ca fission respectivly. 

5 Cluster  D e c a y  M o d e s  

Spontaneous cluster emission is allowed if the released energy Q = M - 
(Me -k Md) is a positive quantity. In this equation M, Mr, Md are the atomic 
masses of the parent, the emitted cluster and the daughter nuclei, respectively, 
expressed in units of energy. 

The most important  observable is the parent nucleus life-time, T relative 
to this disintegration mode, and the corresponding branching ratio with re- 
spect to a-decay, b = Ta/T. If T is low enough and b is sufficiently high, 
the phenomenon may be detected experimentally, and the kinetic energy of 
the emitted cluster Ek = QAd/A is also measured. Up to now the longest 
measured lifetime is of the order of 1026 seconds and the lowest branching 
ratio is almost 10 -1T ! 

The difficult task of the theory is to study the dynamics of the process. 
Three fission models and one cluster preformation model have been used in 
our papers of 1980 to predict the new decay modes (see [11], [12] and the ref- 
erences therein). All are using the shape parametrization of TCSM. In order 
to be able to take into consideration the large number of combinations parent 
- emitted cluster (at least of the order of 10s), we developed since 1980, the 
analytical superasymmetric fission model (ASAFM) with which we made the 
first predictions of nuclear lifetimes. In 1984 , before any other model was 
developed, we published the first estimates of the half-lives and branching 
ratios relative to a decay for more than 150 decay modes, including all cases 
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experimentally confirmed up to now on 14C, 220, 24-26Ne, 2s'3°Mg, and 32'34Si 
radioactivities. A comprehensive table was produced by performing calcula- 
tions within that  model. Subsequently, the numerical predictions of ASAFM 
have been improved by taking better account of the pairing effect in the cor- 
rection energy [35]. Cold fission fragments [36] [37] were also considered in a 
new version of the tables [38]. The above mentioned systematics was further 
extended in the region of heavier clusters with mass numbers A, > 24 [39]. 
l~ecently, the half-life estimations within ASAFM have been updated and 
the region of parent nuclei expanded far from stability and toward super- 
heavy elements using the 1988 mass tables as input data for the Q-value [40] 
calculation. 

The region of cluster emitters (see Fig. 12) extends well beyond that  of 
a-emitters. Light clusters are preferentially emitted from neutron-deficient 
nuclei and the heavy ones from neutron-rich parents. Nevertheless, from 
practical point of view, the above mentioned conditions to observe duster  
radioactivities are fulfilled in a few smaller areas. 
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F i g u r e  12: Chart of nuclides with the regions of the most probable cluster 

emissions (Z~ = 4 - 28). Light points are clusters with small number of 
protons; dark points - with large Z, 

The half-life of a nucleus (A, Z) against the split into a cluster (A~, Z,) and 
a daughter (Ad, Za), is calculated with analytical relationships derived from 

Rb 

T = [(hln2)/(2E,,)lexp( 2/{2#[(E(R)- E~o~)- QI}O/2)dR (lo) 

where # = mA, Ad/A is the reduced mass, m is the nucleon mass, and E(R) 
is the interaction energy of the two fragments separated by the distance R 
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between centers. It is known that  the fission barrier heights are too large 
within the liquid drop model. Ecor is a correction energy allowing to get 
a more realistic, lower and thiner barrier, and to introduce shell and pairing 
effects. R~ and Rb are the turning points of the WKB integral, h is the Planck 
constant, and E.  is the zero point vibration energy. For practical reasons 
(to reduce the number of fitting parameters) we took E,, = Ecor though it 
is evident that,  owing to the exponential dependence, any small variation 
of Ecor induces a large change of T, and thus plays a more important  role 
compared to the preexponential factor variation due to E~. By confusion, this 
correction was misquoted [41] as violating the energy conservation. In fact 
one can see easily that  the Q-value is not changed; it only affects the height 
and the width of fission barrier in a way similar with the shell correction 
method. 

The unified approach of three groups of decay modes (cold fission, cluster 
radioactivities and a-decay) within ASAFM is best illustrated on the example 
of 234U nucleus (see the lower part of Fig. 9), for which all these processes have 
been measured. For a-decay, Ne- and Mg- radioactivities the experimental 
half-lives are in good agreement with our calculations (in fact the predicted 
lifetimes for cluster radioactivities have been used as a guide to perform the 
experiment). Spontaneous cold fission of this nucleus was not measured, but 
the experiments on induced cold fission are showing that  l°°Zr is indeed the 
most probable light fragment. 

a 

b 
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F i g u r e  18: Neck influence on fis- 
sion dynamics of 2~U in a wide 
range of mass asymmetry. The  nu- 
clear shape along opt imum fission 
path are compared with two inter- 
sected spheres with the same sepa- 
ration distance between centers for 
a-decay (a), 2SMg radioactivity (b), 
and cold fission with light fragment 
100Zr" 

An extensive study of the fission dynamics over a wide range of mass asym- 
m a r y  has been performed [42] [43] [44], by replacing the reduced mass with 
the Werner-Wheeler inertia tensor and the liquid-drop model energy with 
Yukawa-plus-exponential potential extended to fragments with different charge 
densities [34]. 

In order to calculate the inertia tensor for very asymmetric fission, we had 
demonstrated the importance of taking into account a correction term, Bi~ , 
due to the center of mass motion. 

We got [42] analytical expressions of the inertia for two parametrizations 
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of nuclear shapes, obtained by intersecting two spheres of radii R1, R2 and 
volumes 1/1, ½ : "cluster-like" (with R2 = constant) and more compact (1/2 = 
constant). Pik-Pichak [41] claimed that the later is the best parametrization 
for studying duster  radioactivities as fission processes. In fact he made some 
errors. By ignoring the above mentioned contribution of the center of mass 
motion he obtained wrong values for the inertia. As we have shown [42] in 
case of a-decay , the ratio of wrong to correct value of inertia may be as 
high as 30/4. A comparison of action integral K along the fission paths just 
mentioned shows that  cluster-like shapes are more suitable (action integral 
lower) when the mass number of the emitted duster  is less than 34, giving 
additional support for the two-center shape parametrization within ASAFM. 

From the same dynamical calculations [42] we concluded that  the choice 
of the shape coordinate has no consequence on the value of action integral, 
determining the observable halflife. In conclusion the separation distance of 
geometrical centers R is as good as the distance between mass centers of the 
fragments, again in contrast to what was claimed in Ref. [41]. 

A three-dimensional parametrization [45] has been used [43] to study the 
influence of a smooth neck on the fission dynamics. We performed calculations 
for a-decay, 2SMg radioactivity and cold fission (with the light fragment l°°Zr) 
of 234U. For every mass asymmetry, the opt imum fission path in the plane of 
two variables: separation distance R, and the neck radius Ra was determined 
by minimization of action integral. The corresponding shapes, along the 
fission path and in the absence of the smooth neck~ are compared in Fig.13. 
One can see that  the neck influence is stronger when the mass asymmetry 
parameter is small; for a very large mass asymmetry the para.metrization of 
two intersected spheres is a good approximation of the opt imum fission path. 
As we have shown recently, fission trajectories in the space of the deformation 
coordinates (R, S ~ Rs) at a given mass asymmetry ~ can be found by solving 
the following nonlinear equation of second degree: 

DS" + DeS 13 + D2S ~ ~ + D1S I + Do = 0 (11) 

where the coefficients D are expressions containing partial derivatives with 
respect to S and R of the inertia tensor components and of the energy. 

D = 2E(AC - B 2) (12) 

Ds = - 2 E C ~ s  + C C-~-~ - B--~ + Z - ~  + B - ~  (i3) 

D2 OE OC) _ (2B2 + OE 
3 B C - ~  + E - ~  A C ) -5- ~ 

( OA OB) OC 
- 2 E C ~-~ + B -ff-ff + A E - ~  (14) 



2] 

OE OA) OE 
01 = - 3 B  A - ~  -I- E - ~  -t- (2B2 -t- AC) o R 

( OC OB) OA (15) +2E A-ff-~ + B-~-~ - E C - ~  

( OE) ( OA OA) (16) 2 OB OZ _ A-~-~ - Z A~-~-t- B-~-~ Do = EA-~-~ + A B-~--R 

and E is the deformation energy (Q-value subtracted out). The other quan- 
tities: 

A = Bj~,~ + 2Bp~ ~ + BR~R~ \ aR ] 

on2 (18) B = BRs + BR2s OR 

C = Bss (19) 

are dependenton the components of the nuclear inertia tensor. 
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F i g u r e  14: Comparison of our 
early life-time predictions (dashed 
line) and the calculations of 1986 
including an even-odd effect (full 
lines) with experimental points for 
cluster radioactivities confirmed up 

2~0 t o  n o w .  

Some authors are trying to show [46] that  fission models are in conflicting 
relations with preformation cluster models. They have invoked even naive 
arguments, as we have mentioned [47]. We have compared the two kinds 
of models and our predictions with experimental data [48] pointing out that  
there was no method available which would allow preformation probabilites 
or quantum penetrabilities to be measured and thereby check the validity 
of the two kinds of theories. Recently [47] we gave a new interpretation of 
the cluster preformation probability within a fission model, as the penetra- 
bility of the prescission part of the barrier. On this basis we have shown that  
preformation cluster models are equivalent with fission models and we intro- 
duced one universal curve for each kind of cluster radioactivity. A number of 
successful experiments have been performed since 1984 (see the review [13], 
and [52]). They are compared with our early predictions and with those of 
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1986, made after including an even-odd effect in Fig.14. One can see the good 
agreement between the calculated and experimentally determined half-lives 
in a range of 15 orders of magnitude. The strong shell effect predicted by the 
theory has been confirmed. 

6 S u m m a r y  

A unifying point of view of various nuclear phenomena may be best achieved 
on the basis of two center shell model, allowing to describe di-nuclear systems 
and the dynamical evolution from one initial nucleus to two final nuclei, or 
viceversa. 

Nuclear molecules are very general phenomena. Light and intermediate 
nuclear molecule signatures have been already detected as resonances in the 
scattering cross sections, as various kinds of shape isomers (fission isomers, 
superdeformed and hyperdeformed nuclei at very high spin). In a seas even 
the nuclear systems exhibiting duster  radioactivities may be viewed as nuclear 
molecules. 

Many important physical phenomena are expected to be seen in very heavy 
dinuclear systems (U-U, U-Cm, etc). They could be produced by using the 
existing heavy ion accelerators. Potential energy pockets supporting giant 
nuclear molecules have been predicted in various theoretical approaches [49] 
[50]. Such giant nuclear molecules are of fundamental importance for the 
observation of the decay of the vacuum in supercritical fields [51]. Moreover, 
these giant molecules seem to be the most superdeformed nuclei one can 
imagine. They deserve to be studied in their own right and may lead to 
exciting new nuclear structure in the years ahead. 

Cluster radioactivity is a well established phenomenon. Conceptually it 
broadened our horizon by telling us that  radioactivity is not limited to the 
three classical modes namely, a-decay, fl-decay, and "},-decay. Furthermore, 
fission and especially cold fission and cluster radioactivity are the same phe- 
nomena. 
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A b s t r a c t :  

The occurrence of electronic shells and supershells in sodium clusters 

can be understood in a rather simple way by invoking Bohr's quantum 

postulate from 1913 and the Fermi gas expression for the relation between 

density and Fermi momentum, which in turn follows from the Pauli princi- 

ple. An analysis of theoretical and experimental data  on this basis lets the 

closed electronic orbits of triangular and square shape emerge as the main 

contributors to the supershells, in agreement with the idealized predictions 

by Balian and Bloch (1971). 

1. E n e r g y  E i g e n v a l u e s  in a S p h e r i c a l  P o t e n t i a l  

Atoms and nuclei are limited in size to a few hundred constituent 

fermions. This is not so with metallic clusters. The shell structure en- 

countered in these clusters is therefore potentially more than just a repeat 

of previously known physical effects. Metal clusters indeed add new dimen- 

sions to the phenomenon of shell structure. Here we will discuss a par- 

ticularly striking aspect, the supershells. In essence, this aspect amounts 

to following a pure quantum phenomenon towards the limit of large quan- 

tum numbers where - according to Niels Bohr - a correspondence between 

classical and quantal motion will become apparent. 
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To begin with, we may look at pure quantum mechanical calculation - 

a very simple one. Approximating real clusters as systems of independent 

electrons in a common mean field of the Woods-Saxon type 

vo 
V ( r )  = l + e x p ( ( r - R ) / a )  " (1) 

one can generate the energy eigenvalues ¢i by solving the one particle 

Schr6dinger equation with this radial potential. The sum of eigenvalues 

will represent a measure of the total binding energy E(N) of a spherical 

cluster of size N. 

N 

= (2) 
i = l  

Plott ing this quantity as a function of N one discovers that  it can be ap- 

proximated rather accurately by 

E(N) = - a N  + bN 2/3 (3) 

with a and b being positive numbers. This expression describes the binding 

of a classical liquid drop, a is the binding energy per particle inside the 

drop(volume energy), while bN 2/3 is a correction term, the surface energy, 

accounting for the reduced binding of the particles on the surface of the 

drop. The approximation is not perfect. The difference between E(N) 

and E ( N )  is finite as it must be, since E(N) oscillates as a result of the 

non-uniform distribution of eigenvalues associated with shell structure while 

/~(N) is perfectly smooth. This difference is a measure of the modulation 

of the total binding energy due to shell structure, viz. 

E.ho .  = E ( N ) -  (4) 
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Figure I is a plot of this quantity, taken from ref. [1]. The downward cusps 

occur at shell closings and represent the magic numbers. As one sees, the 

shells appear to be regularly spaced. They lie almost equidistantly in the 

plot where the abcissa is a measure of the cluster radius, proportional to 

the cube root of the size N. 

N 1/8 

40 ,2 f 6 ,8 1,o 1,4 16 

3 

g o - 

-3 

- 4  , , , ~ , ~ , # : e ~ ' ¢  , 
0 10 100 500 1000 2000 4000 

8 

CLUSTER SIZE, N 

Fig.  1 - The periodically varying contribution to the calculated 
binding energy of a spherical sodium duster. The ~otal binding 
energy is about one electron vo1$ (eV) per atom, i.e. Etot ~ N 
eV. The periodic variations are due ~o ~he quantized motion of  
the conduction electrons in a spherical field o£ the type eq. (I). 
They are small compared to the ~otal binding energy, but they 
are responsible for the intensity variations observed in experiment. 
From [1]. 

In addition to the ordinary periodic shell structure, the calculation in Fig- 

ure 1 also shows a higher-order periodicity. The shell oscillations reach a 
maximum in amplitude around the tenth period; they then tend to die out 
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at period fifteen, only to rise again to a new maximum at the twentieth 

period, around size 2300. This higher-order beat mode actually keeps re- 

peating as long as the calculation goes, i.e. to a size of about ten thousand. 

The cMculation thus predicts a sequence, where the shell s tructure appears 

to terminate at about size one thousand. Here the model clusters exhibit 

bulk-like, structureless electronic properties. In fact, however, this is just a 

passing stage in the development. The shell s tructure reappears. 

These two kinds of periodicity, the primary shell s tructure and the 

beat mode, or supershell, appear here as the result of the purely numerical 

exercise of solving the one-particle SchrSdinger equation with the Woods- 

Saxon potential eq. (1). How can one understand the two periods? As 

always when one has to do with a beat mode, one can either think of it 

in terms of two close-lying frequences or wavenumbers, or in terms of their 

mean vMue and their difference. The ratio of the latter two is 10-15 in the 

present case, i.e. the two base frequencies or wavenumbers differ by some 

7-10 pct. Howdoes  that  come about? 

2. Q u a n t u m  Shel ls  a n d  C losed  Class ica l  Orbits  

To answer this it is helpful to express the periodicities in terms of 

the relation between magic numbers No and the shell number  n and then 

compare with some more familiar cases. As one sees from the plot in Fig. 1, 

the shell closings, i.e. the magic numbers No are equidistantly spaced. The 

abscissa is linear in N1/3, so N 1/3 is linear in n, or No is proportional to n 3 

to leading order. The numerical coefficient can be estimated by inserting the 

calculated magic numbers between 100 and 1000 to obtain, for the Woods- 

Saxon potential: 

No ~ 0.21n 3 + ... , (5) 
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Let us compare this with the eigenvalue spectrum of the hydrogen atom, 

or more generally the Kepler problem of a particle in an r - l -potent ia l .  

Each shell is perfectly degenerate with all odd and even numbered g-values 

represented in a given shell n up to g,,,a, = ( n -  1). The number of (Fermi) 

particles in a shell is equal to 

~rna~ 

2(2g + 1 ) =  2(gmo. + 1) 2 = 2~ 2 . (6) 
t=0  

The magic numbers for the r -1 potential are: 

v = l  

with n = 1,2,3, .... Thus there are more levels per shell than with the 

Woods-Saxon potential. 

In the spherical harmonic oscillator potential each (perfectly degener- 

ate) shell holds alternating even (0,2,4, ...) o1" odd (1,3,5, ...) g-values. The 

magic numbers (harmonic oscillator) are: 

1 3 N o = ~ l ( n + l ) ( n + 2 ) ( n + 3 ) ~ n  + ... (s) 

with n = 0,1,2,3, . . . .  Here the number of particles per shell is intermedi- 

ate between the Kepler potential and the Woods Saxon potentiM. On the 

other hand, the third power dependence is common to all three spherical 

potentials; as opposed to the subsheU g-degeneracies that  increase as g2 or, 

effectively, as n 2. 

As a next step we may look at the three dimensional harmonic oscilla- 

tor. 
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E n = h w , ( n ~ + 2 ) - t - h w y ( n y - - l - 2 ) - t - h w z ( n z +  1)  (9) 

It is equivalent to three independent one-dimensional harmonic oscillators. 

The motion is separable in the three coordinates, and the total energy is 

just the sum of three independent contributions. Expressing the change 

in total eigen-energy eq. (9) in terms of the changes in individual quanta, 

expressed in units of action h, leads to: 

OEn 6(hnz)+ OEn 5(hny)+ OEn 5(hnz) 

= + + (10) 

The particular way of writing this example shows how the derivative 

of the quantum energy En with respect to action quantum numbers hni is 

equal to the frequency of the motion of the classical harmonic oscillator. 

This observation is actually not as particular as one may suspect. It is 

valid for any quantum system, where the corresponding classical motion 

is periodic with characteristic frequencies wi. Another simple example is 

circular motion in a radial potential. The quantum energy is E~ = g(g + 

1)h2/2mt=t 2. Thus, with the angular momentum mvR = h(g + 1/2), 

OE~ h(g+l/2)  mvR v 
O(hg) mR 2 mR ~ R 

- w e .  (11) 

Returning to the question of shell structure, a perfectly degenerate shell 

in a three-dimensional harmonic oscillator requires that 6En in eq. (10) is 

equal to zero for several values of 5n~, 5ny, 6nz, i.e. 

w~Snx + wySny + wzSn~ = 0 , (12) 
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with 6 n , ,  etc. being positive or negative integers. Clearly, this is equivalent 

to requiring wx : wy : wz = a -1  : b -1  : c -1  where a, b, and c are integers. 

Integer ratios for the three independent periods implies that  the clas- 

sical motion is described by clo~ed orbi ts .  After a period divisible with 

the three individual periods, the motion will be back at the initial point. 

Thus, in this example, there is a direct connection between closed classical 

orbits and quantal shell structure. In addition, we have seen that the par- 

tial derivative of the total eigenenergy with respect to a quantized action 

variable is equal to the frequency of the corresponding classical motion. 

The situation with the three dimensional harmonic oscillator is par- 

ticularly transparent because not only is the motion separable in x,y, and 

z; the total energy is also a linear sum of three independent contributions, 

each governed by its specific quantum number. (A particle in a rectangular 

box is another slightly more complicated example). 

The motion in the r -1 potential is also separable in the polar coordi- 

nates (r, 8, ~0), but the total eigenvalue is not a sum of three independent 

contributions. (The radial wave equation depends on g). Still, one can write 

the eigenenergy E~ for hydrogen: 

E n  --  R y  n - 2  = R y  (n~  + ~ ) - 2  , (13) 

where (n~ - 1) denotes the number of nodes in the radial wave function.(For 

a given £, the m-states are always degenerate, and the radial wave function 

is independent of m). Using the generalized result that the derivative of 

the total eigenenergy with respect to an action quantum number equals the 

classical frequency and that (nr + e) = const, for any shell leads to 

= (14) 

or that the angular period and the radial period of the classical motion are 
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equal. The Kepler ellipses describing orbiting in the r - l -potent ia l  with its 

center at one of the focal points have exactly this property, whatever their 

size or eccentricity. Thus the occurrence of highly and fully degenerate 

eigenstates reflects the existence of closed elliptical orbits as the only kind 

of motion for a bound state in a r- l -potent ial .  

The motion in the three-dimensional, spherical harmonic oscillator po- 

tential is also elliptic. Here, the center of the orbits coincide with the center 

of the potential. This means that the radial motion goes through two com- 

plete periods (in-out-in-out) for each angular turn. Thus, classically: 

wT = 2wt (15) 

for the spherical, harmonic oscillator. This is again reflected in the eigen- 

value equation. In polar coordinates it can be written 

E,~=lZWo n +  =~hWo 2 n r + / ? +  , (16) 

where nr describes the number of nodes in the radial wave function. With 

OEn/Onr - hwr and OEn/O~ - hwt we again obtain eq. (15); this time 

from the quantal description. 

Figure 2 summarizes and illustrates the correspondence between closed 

classical orbits and quantal shell structure. To illustrate further one can 

think of plots of Eshell v e r s u s  N 1/3 for the hydrogen atom and the spherical 

harmonic oscillator in analogy to Fig. 1. Compared to this figure such plots 

(not shown) differ in three respects. First, the shell spacings are different, 

eqs. (5, 7 and 8) 

Hydrogen : No ,.~ ~n 3 + ... ; wt = w~ (17a) 
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Spherical 

Classical 
Closed 
Orbits 

I 
Quantal 
Shells 

symmetry =~ SEPARABLE MOTION (nr ,~)  

r..0r = 3 ~  A 
¢~r =4C0~ [] 

o 

1 E. = R y ~  =hc.o(2nr +l+~2) see text 

Fig .  2 - For spherically symmetric potentials the motion is sep- 
arable in the radiM and angular coordinates. Classically one can 
therefore speak about separate frequencies in the radial and an- 
gular motion, respectively. If the frequencies stand in a (simple) 
integer ratio to each other, the orbits will be closed. Q u a n t u m  me- 
chanically, the energy eigenvalues can be labelled with both radial 
and an angular quantum numbers. Closed periodic orbits in the 
classical case, and degeneracies of levels with different radial and 
angular quantum numbers, (shell structure) in the quantal case 
are closely related to each other. In the two cases, left and center, 
there is only one type of closed orbit. In the third case, right, 
several different orbits are possible. 

1 3 
Harm. o s c . : N o ~ n  + ... 

1 
; we = ~w~ (17b) 

Woods - Saxon : No ~ 0.21 • n 3 + ... 
1 
- * ( 1 7 c )  ; we ~ 3w~ • 

Compar ing  these spacings wi th  the classical frequency relations eqs. (14 

and 15) seems to suggest tha t  classical t r iangular  or pear-shaped orbits are 
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playing a role in the case of the Woods-Saxon potential, or equivalently that  

one out of three g-values contribute to each shell. Secondly, the hydrogen 

spectrum and the harmonic oscillator exhibits no beat pattern,  as opposed 

to Fig. 1. This reflects the fact that there is only one type of orbit in each 

case and only one frequency relation. A beat pat tern  requires two different 

orbits with two different frequency relations, i.e. periods. In other words, 

this is a hint that  triangular orbits cannot alone account for the shell and 

supershell periodicities obtained with the Woods-Saxon potential. Thirdly, 
the amplitudes in plots analogous to Fig. 1 are larger for the hydrogen and 

harmonic oscillator cases and also more regular. This reflects the perfect 

degeneracies within a shell in these two models. The eigenenergy spectrum 

of the Woods-Saxon model is more spread out. There is bunching, but no 

perfect degeneracies. 

3. Triangles and Squares 

These qualitative considerations lead naturally to ask what can be said 

about classical orbits in a Woods-Saxon potential, eq. (1). Without  much 

loss of generality one may instead think simply of a spherical cavity. 

There is a large number of orbits possible. Some are closed, others never 

return to the starting point. The closed orbits may be simple, closing after 

a single angular turn, or they may form more complicated, starlike figures. 

The situation is not at all as simple as in the hydrogen or harmonic oscillator 

cases. Nevertheless one can order the orbits according to increasing length. 

The simplest are the pendulating orbits going through the origin. There is a 

two-dimensional mult i tude of those, corresponding to the two polar angles. 

Next comes the triangular and then the square orbits, representing a three- 

dimensional mult i tude each (corresponding to the three Euler angles), and 

so forth. What  is needed is a theory that connects this system of classical 

orbits with the eigenvalue spectrum of stationary waves in the cavity. Such a 

theory actually exists. It is due to Balian and Bloch [2] and to Gutzwiller [3]. 

In ref. [2] the theory is applied to the cavity, while in ref. [1] it is extended to 
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the spherical Woods-Saxon potential. In essence, the complete set of delta 

functions describing eigenvalues as a function of energy can be expressed 

as a sum over contributions from an infinite series of closed classical orbits 

of increasing length. The major periodicities, the ones seen in Fig. 1, on 

the other hand, emerge already from the sum truncated after the third i.e. 

square, orbit. The pendulating orbits contribute little, and thus the shell 

and supershell periodicities can be understood as the quantum signatures 

of the classical triangular and square orbits contributing with about equal 

strength to the eigenvalue spectrum. 

The beat pat tern can be qualitatively visualized by looking at a particle 

of definite speed, vv, in a cavity of increasing radius R ~ N 1/3, where N 

• N 1/3 where is the N '8 eigenstate, degeneracies included• If R = r e s  , r w s  

is the Wiegner-Seitz radius, it corresponds to looking at an electron in a 

metallic drop where the electron moves with Fermi velocity• The action J 

of such a particle in a closed orbit of length L is (2 • energy • time) = m v 2 r ,  

r being the period of the orbit equal to L / v r .  This action is quantized 

in units of h. For a triangular orbit, L3 = 3v~"  R. For a square orbit 

L4 = 4x/~" R. Hence 

J 3 = n 3 h = r n v ~  La- =3v~mvpR3, 
VF 

(18a) 

L4 
J4 = n4h  =- rnv2v - -  -- 4 x / 2 m v ~ R 4  , 

?)F 
(18b) 

or~ 

- -  ; n 3  = 1 ,  2 ,  3 ,  . . .  ( 1 9 a )  

4v/. ~ , n4 = 1, 2, 3, . . . .  (19b) 
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Fig. 3 - I f  two classically closed orbits e.g. t1"iangles a~d squares 
contribute equally to the quan~M shell s~ructure, i~ will give rise 
to a higher periodicity, supershells. 
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If only triangular orbits were contributing to shell structure, closed shells 

would occur for drop sizes shown in the top right of Figure 3. Analogously, 

if square orbits were dominating, the sizes at the top left would represent 

closed shells. If both orbits contribute equally it results in the size pattern 

shown below in Fig. 3. The triangular and square orbits are alternatingly 

being in phase and out of phase, resulting in the beat pattern shown. Simple 

quantization of the action of classical triangular and square orbits having the 

same energy thus leads to the same results as solving the SchrSdinger wave 

equation for a particle in the same potential. This is the correspondence 

principle. 

The correspondence becomes more accurate as the action quantum 

number increases; and metal clusters offer special opportunities for observ- 

ing systems with large quantum numbers [4,5]. 

The ultimate correspondence with classical orbital motion of a well- 

localized particle with continuously variable total energy requires that one 

goes beyond a description in terms of sharp energy eigenvalues. By combin- 

ing wave functions with close-lying eigenvalues one can build wave packets 

moving like a classical particle. With increasing quantum numbers, the rel- 

ative uncertainty in momentum and position of the wave packet decreases, 

converging in this way towards the classical limit. 
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Abs t r a c t :  We report on selfconsistent microscopic calculations of the electronic 
shell and supershell structure of sodium clusters with up to N ,-, 3000 atoms. The 
spherical jellium model in local density approximation is used and the Kohn-Sham 
equations are solved numerically. The finite temperature of the valence electrons is 
included by treating them as a canonical subsystem embedded in the heat bath of 
the ions. In particular, we evaluate the total free energy F(N) and investigate its 
fluctuating part, the shell-correction energy ~F(N), as a function of temperature T 
and particle number N. We also discuss the second difference A2F(N) = F ( g  + 1)+ 
F(N - 1) - 2F(N)  and its relation to the recently measured cluster mass abundance 
spectra. 

Metal clusters provide a unique example for the study of shell effects in finite 

fermion systems containing up to several thousand particles [1]. A selfconsistent 

microscopic description of such large systems is possible only in the so-called self- 

consistent jellium model [2], where the interacting valence electrons move in the field 

of a uniformly charged sphere ('jellium') representing the ions. We report here on 

recent Kohn-Sham calculations for sodium clusters with up to N ,-~ 3000 atoms at 

finite temperatures [3]. 

Nishiotm d al. [4], using a phenomenological Woods-Saxon potential fitted to the 

microscopic potentials of Ekardt [2], have drawn attention to the 'supershell structure' 

in the level density and the oscillating part of the total binding energy of clusters 

with N up to 4000: a pronounced beating pattern in which the shell structure is 

enveloped by a slowly oscillating amplitude. This is, in fact, a very general feature of 

discrete eigenmodes in a cavity or in any steep potential confining many particles to a 

limited domain of space. Balian and Bloch have shown in their fundamental work [5] 

that the beating pattern of the level density in an infinite square well is explained 

by the superposition of amplitudes associated to closed classical trajectories; they 
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reproduced the approximate shape of the exact level density by summing up only the 

contributions from triangular and squared classical orbits. Extending this method to 

smooth potentials, Strutinsky et al. [6] were able to explain the gross shell structure 

of atomic nuclei using realistic deformed shell model potentials. Nuclei, however, are 

not big enough to exhibit the 'supersheU' beating of their shell structure. 

The experimental observation of supersheU structure in cluster expansion sources 

is inhibited by the fact that the clusters so produced have, at least initially, a finite 

temperature which tends to reduce the shell effects [7,8,9]. Nevertheless, in the 

newest sodium vapour expansion experiments of the Copenhagen - Orsay - Stuttgart 

collaboration [1], a supersheU beating in the mass abundance spectrum of sodium 

clusters has been put into evidence. We shall show here that the experimental results 

can be explained semi-quantitatively in the selfconsistent jellium model, if the effect 

of finite temperature on the valence electrons is properly included. 

We use the finite-temperature density functional theory in the Kohn-Sham (KS) 

approach [10], employing the spherical jellium model and the local-density functional 

for exchange and correlations by Gunnarsson and Lundqvist [11]. The Wigner-Seitz 

radius of bulk sodimn, rs = 3.96 a.u., is used; otherwise our calculations are com- 

pletely parameter free. We treat the valence electrons as a canonical ensemble in the 

heat bath of the ions and minimize the Helmholtz free energy F(N)  = E ( N ) -  TS(N)  

of a cluster with N atoms, where E is its total internal energy and S the entropy of 

the electrons at a given temperature T. (See Ref. [9] for details and, in particular, 

for a fast algorithm for the exact calculation of the canonical partition function.) 

A canonical treatment with exactly conserved particle number N is important here 

since we investigate quantities like A2F(N) = F ( N  + 1) + F ( N  - 1) - 2F(N) which 

are very sensitive to temperature effects through the entropy part - T S :  the large 

degeneracies of the spherical magic shells lead to large entropies even at small tem- 

peratures. 

The quantity A2E(N) = A2F(N)(T = 0) has often been taken as a measure 

for the stability of the cluster: since it represents the curvature of the total binding 

energy as a function of N, it is particularly large for the 'magic' systems which have 

a strongly negative shell correction. It has furthermore been argued [7] that if the 

ewporation process, which takes place immediately after the adiabatic expansion, is 

responsible for enhancing the most stable clusters in the final mass yield, A2F(N) 
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should be proportional to --A1 In IN, where IN is the fluctuating part  of the observed 

mass yield. In Refs. [8,9] it has been shown that A~F(N) decreases very fast for 

N ,,~ 100 - 400 and becomes practically zero for N > 500 already at T ~  > 400 K. 

Therefore, the smoothing effect of a finite temperature on quantities like A2F(N) is 

very crucial for the observability of shell structure and, in particular, the supershells 

in large metal clusters. 

The temperature dependence of shell structure has been well studied in nuclei, 

both schematically [12] and in selfconsistent Hartree-Fock calculations [13]. In a 

schematic harmonic oscillator approximation, the amplitude of the shell-correction 

/~F - -  and thus also of the quantity A2F(N) in which the average energies practi- 

cally cancel - -  is found to go like 6F(T) = 6F(O) r/(Sinhr) with r = 2~r2T/tuz. 

Expanding for large temperatures and using hw oc N -1/3, this gives a temperature 

suppression factor cc exp(-N1/3).  Pedersen et al. [1] therefore multiplied the loga- 

rithmic derivatives of the mass yields IN by v/-Nexp(cN~/3), where c is a constant 

containing an effective temperature, and the root factor compensates the decrease 

of the shell-correction at T = 0 with increasing N [12]. In the resulting plot, magic 

shell closures with N up to -,, 2720 and a beating of the shell oscillations can clearly 

be seen (see also Fig. 2 below). 

As an example of our theoretical results, we show in Fig. 1 the free energy shell- 

correction 8F(N) versus N 1/3 at the three temperatures T = 0 K, 400 K and 600 

K. [Hereby we simply used 6F(N) = F(N) - -F(N) with a liquid drop model type 

expansion for the average free energy, F ( N )  = cbN + asN 2/3 + acN ~/3, determining a, 

and ac at each temperature by a simple eye fit such that 8F(N) is oscillating around 

zero. The bulk energy is fixed at its theoretical value e~ = -2.2567 eV.] 

The salient feature of the curves in Fig. 1 is the supersheU beating of the otherwise 

quite regular shell structure. The T = 0 curve is very similar to that obtained by 

Nishioka et al. [4] for a phenomenological Woods-Saxon potential; note that the 

present results are fully selfconsistent. The amplitude of the shell effects is clearly 

reduced with increasing temperature. 

In Figure 2, we have reproduced the relevant figure from the experimental analysis 

of Pedersen et al. [1] and compare it to our theoretical results. Here the negative 

second difference -A2F(N  ) is shown, multiplied by the same enhancement factor 

(with the value of c readjusted by -,, 10%). In spite of the simplyfing assumptions 
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underlying the identification of -A2F(N) with A, In IN [7,9], the agreement of the 

*.wo curves is striking. This demonstrates that the finite ~empcra~urc of the valence 

elec~rona which alone contribute to the quantities shown here - -  the ionic parts 

of the free energies practically cancel in the differences A2F(N) and A 1 ln lN - -  

plays an essential role in the mass yields and can be correctly taken into account in 

selfconsistent KS calculations even in the simple jellium model. 

Much remains, however, to be understood - in particular the value of the factor 

c which, using the above harmonic oscillator estimates, is too large for the estimated 

temperatures [1,7] of ..~ 400 - 500 K. A more realistic study of the evaporation 

mechanism and, more generally, a non-equilibrium treatment of the ions' dynamics 

would be desirable to this aim. 

We are grateful to S. Bj0rnholm for many enlightening discussions and a continu- 

ing encouragement, and to K. Hansen for important contributions at the early stages 

of our investigations. 

R e f e r e n c e s  

[1] J. Pedersen, S. Bj0rnholm, J. Borggreen, K. Hansen, T. P. Martin and H. D. 

Rasmussen, Nature 353, 733 (1991); T. P. Martin, S. Bj0rnholm, J. Borggreen, 

C. Br6chignac, Ph. Cahuzac, K. Hansen and J. Pedersen, Chem. Phys. Lett. 

186, 53 (1991); see also the talks of S. Bjernholm and T. P. Martin, these 

Proceedings. 

[2] W. Ekardt, Phys. Rev. B 29, 1558 (1984). 

[3] O. Genzken and M. Brack, Phys. Rev. Left. 76, 3286 (1991). 

[4] H. Nishioka, K. Hansen, and B. R. Mottelson, Phys. Rev. B 42, 9377 (1990). 

[5] R. Balian, C. Bloch, Ann. Phys. (N.Y.) 69, 76 (1971). 

[6] V. M. Strutinsky, A. G. Magner, S. R. Ofengenden, and T. Dessing, Z. Phys. A 

283, 269 (1977). 

[7] S. Bjernholm, J. Borggreen, O. Echt, K. Hansen, J. Pedersen, H. D. Rasmussen, 

Z. Phys. D 19, 47 (1991). 



43 

[8] M. Brack, O. Genzken, and K. Hansen, Z. Phys. D 19, 51 (1991). 

[9] M. Brack, O. Genzken, and K. Hansen, Z. Phys. D 21, 65 (1991). 

[10] For a review on finite-temperature density functional theory, see U. Gupta and A. 

K. Rajagopal, Physics Reports 87, 259 (1982); for its justification for canonical 

systems, see R. Evans, Adv. in Phys. 28, 143 (1979). 

[11] O. Gunnarsson and B. I. Lundqvist, Phys. Rev. B 13, 4274 (1976). 

[12] A. Bohr, and B. M. Mottelson, Nuclear Strudure II  (Benjamin, 1975). 

[13] See, e.g., M. Brack and P. Quentin, Nucl. Phys. A 361, 35 (1981), and earlier 

references quoted there. 



44 

2 

i i  

tO 
-2  

| i i ! i , , | i | ! i i | | i i i 

I I i i I 

2 4. 6 8 10 12 14. 

> 

L.L 
tO 

, ! . , . i . . , | . . , ! , . | ! . . . i 

! ! ! - 2  
2 /, 

I ' ' 1  

| ! i 

6 8 10 12 14. 

> 

LLJ 
tO 

6 

2 

0 

-2 

-/+ 

-6 

I./'I 

m 

T=OK 

o 

I 
• 4 

"1 

cO , o  
c O  c,,4 ¢,,1 

T.-  

| ! I i ! i I ! ! i t . i i ! | | | I | | | t i . . ! | 

2 4. 6 8 10 12 II+ 
I13 

N 
Figure  1: Free energy shell-correction ~F(N)  = F ( N )  - "if(N) for spherical Na 

clusters versus N 11~ for three different temperatures T, obtained in selfeonsistent KS 
calculations [3]. LDM parameters used at T = 0 K: a, = 0.6259, a, = 0.2041; at 
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(all in eV). Numbers near the bottom are the magic numbers of filled major spherical 

electronic shells. 
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Abs t rac t  

Mass spectra are reported for large sodium clusters warmed by a continuous 

laser beam prior to ionization. During the 1ms warming period the clusters 

lose more than 10% of their mass by single atom evaporation. The resulting 

size distribution reveals what appears to be electronic supershell structure for 

clusters containing up to 2500 atoms. 

In t roduc t ion  

The one-particle eigenstates of fermions moving in a spherically symmetric 

potential are characterized by a well-defined angular momentum. In large 

systems the degeneracy of these so-called subshells is considerable, 2(2~+1). 

For certain forms of the radial dependence of the potential there can be a fur- 

ther condensation of subshells into highly degenerate shells. However, there 

exist only a few known cases for which this shell degeneracy is exact, e.g. the 

hydrogen atom and the spherical harmonic oscillator. More often, shells ap- 

pear as an approximate grouping of subshells on an energy scale, as in atomic 

nuclei. In fact, the earliest model developed for nuclei [1,2] describes very 

nicely the elecronic structure of metal clusters [3-18] containing hundreds of 

dectrons. 
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In this paper we present evidence for electronic shell formation in sodium 

clusters containing up to 2500 valence electrons. 

E x p e r i m e n t a l  

The technique we have used to study shell structure in metal clusters is pho- 

toioinization time-of-flight (TOF) mass spectromery. The mass spectrometer 

has a mass range of 600 000 ainu and a mass resolution of up to 20 000. The 

duster  source is a low pressure, rare gas, condensation cell. Sodium vapor 

was quenced in cold He gas having a pressure of about 1 mbar. Clusters 

condensed out of the quenched vapor and were transported by the gas stream 

through a nozzle and through two chambers of intermediate pressure into a 

high vacuum chamber. The size distribution of the clusters could be con- 

trolled by varying the oven-to-nozzle distance, the He gas pressure, and the 

oven temperature. The clusters were photoionized with a 0.4 #J, 2xl mm, 15 

ns, 308 nm (4.0 eV) excimer laser pulse. 

The clusters were warmed prior to ionization with a continuous Ar ion 

laser beam running parallel to the neutral cluster beam. The laser light en- 

tered the ionization chamber through a heated window, passed through a 3.0 

mm diameter nozzle, through the oven chamber and finally exited through 

a second window where the laser intensity was recorded. Short wavelength 

light was found to warm much more efficiently. Using the 458 nm (2.71 eV) 

laser line, 10 mW proved sufficient to appreciable alter the neutral size dis- 

tribution. 

Results  

Electronic shell structure can be observed exerimentally in several ways. Per- 

haps the most easily understood method is to (i) measure the ionization po- 

tentials for each cluster size. Electrons in newly opened shells are less tightly 

bound, ie. have lower ionization energies. However, considerable experimen- 

tal effort is required to measure the ionization energy of even a single cluster. 

A complete photoionization spectrum must be obtained and very often an 

appropriate source of tunable light is simply not available. - It is much easier 
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to observe shell closings in photoionization, TOF mass spectra. This can be 

done in either one of two ways. (ii) If mass spectra are recorded using light 

with energy near threshold ionization, a shell is announced as an abrupt in- 

crease in cluster ion intensity. (iii) If mass spectra are recorded with light 

well above threshold, the neutral size distribution can be sampled. Here it is 

generally found [3,15] that a shell is announced by a decreased ion intensity. 

Figure 1 shows mass spectra of laser-warmed Na clusters obtained with 

two different wavelengths of the ionizing light, i.e., by using methods (ii) and 

(iii). Photons having an energy of 3.1 eV are very close to the size dependent 

ionization threshold of the sodium clusters investigated. The corresponding 

mass spectrum is characterized by steps. For example, the step at about 

(Na)44o occurs because smaller cluster can hardly be ionized with 3.1 eV pho- 

tons, but larger clusters, with a lower threshold energy, allow themselves to 

be ionized. The steps in the mass spectra obtained using threshold ionization 

reflect sudden changes in the ionization energy of dusters as a function of 

size. These features are relatively sharp and easily interpreted. 
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N u m b e r  of Atoms  

Fig. 1. Mass spectra of (Na)n clusters obtained using ionizing light near the 
ionization threshold (top) and well above the ionization threshold (bottom). 
In both cases the neutral cluster beam was heated with 2.54 and 3.41 eV laser 
light. 
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The mass spectra obtained with ionizing photons having energy well above 

threshold are quite different from the spectrum just discussed. Without the 

warming laser the mass spectra are without structure, i.e. the size distribu- 

tion of the cold clusters emerging from our source is smooth. If the warming 

laser is turned on we obtain not steps but peaks as seen in the bottom of 

Fig. 1. We believe these peaks reflect the neutral size distribution of the 

laser-warmed clusters. It appears that it is usually possible to correlate a 

falling edge of the size distribution with a step in the threshold ionization 

spectrum. Because of this correlation, we will characterize mass spectra ob- 

tained using excimer light by the number of atoms at steep negative slopes. 

A more extended mass spectrum of laser-warmed sodium clusters obtained 

with 4.0 eV ionizing photons is shown at the top of Fig. 2. 
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Fig. 2. Mass spectrum of (Na),, clusters using 4.0 eV ionizing light and 
(458 nm) 2.71 eV continuous axial warming light having an intensity of 500 
mW/cm -2. The spectrum has been smoothed over one hundred 16ns time 
channels (top). In order to emphasize the Shell structure, an envelope function 
(obtained by smoothing over 20 000 time channels) is subtracted from a 
structured mass spectrum (smoothed over 1500 time channels). The difference 
is shown in the bottom spectrum. 
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Five independent measurements were made under the same experimental 

conditions. The positions, relative heights and widths of features in the mass 

spectra were well reproducible. This spectrum has been smoothed with a 

sphne function extending over one hundered 16 ns time channds. Notice that 

the structure observed does not occur at equal intervals on a scale linear in 

mass. In order to present this structure in a form more convenient for anal- 

ysis, the data have been processed in the following way. First, the raw data 

is averaged with a spline function extending over 20 000 time channels. The 

result is a smooth envelope curve containing no structure. Second, the raw 

data is averaged with a spline over 1500 channels. Finally, the two averages 

are subtracted. The result is shown in the bottom of Fig. 2. 

Discussion 

The clusters in this experiment have been warmed with a continuous laser 

beam running parallel to the neutral cluster beam. But what is implied by 

"warming"? Consider the fate of a typical 500-atom cluster as it moves from 

the nozzle to the detector. 

It leaves the nozzle with the temperature of the He carrier gas (100K) trav- 

eling at a velocity of about 350 m/s.  During its lms flight to the ionization 

volume it undergoes no further collisions but does begin to absorb photons. 

We don't really know the absorption cross-section of this cluster at the warm- 

ing laser wavelength (458 nm). However, 1 /~2/atom is a typical upper limit 

for smaller clusters. It can be expected that the cross-section will be cluster 

size dependent. This size dependency will be reflected in the final mass dis- 

tribution. The cluster absorbs the first 25 photons without evaporating any 

atoms, gaining an excess energy of about 70 eV and reaching a temperture 

of abou t  500 K. This all takes place in the first 450 /~s. The temperature 

of the cluster remains rather constant for the last half of its journey to the 

ionization volume. It continues to absorb photons of course but after each 

absorption it evaporates 2 or 3 atoms returning to its original temperature 

before absorbing the next phonon. It loses a total of 80 atoms, i.e. 16% of its 

original mass. It appears that this repeated heating and cooling through the 

"critical temperature for evaporation" on this time scale favors the evolution 
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of a size distribution with relatively strong peak near sizes corresponding to 

closed electronic shells. 

The photon energy (4.0 eV) of the ionizing laser has been chosen so that 

it is well above the ionization threshold (3.0 eV) of the sodium clusters in- 

vestigated. The excess energy (1 eV) is sufficient to cause only one atom to 

evaporate. This is a negligible loss on the mass scale we will be considering. 

For this reason, we believe that the magic numbers obtained reflect variations 

in the size distribution of the neutral clusters induced by the warming laser. 

The concept of shells can be associated with a characteristic length. Each 

time the radius of a cluster increases by one unit of this characteristic length, 

a new shell has been added. A good rough test of whether or not shell struc- 

ture has been observed can be quickly carried out by plotting the shell index 

as a function of the radius or n~. If the points fall on a straight line, the data 

is consistent with shell formation. That this is indeed the case here can be 

seen in Fig. 3. 
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Fig. 3. The electronic shell closings fall approximately on a straight line if 
plotted on an n~ scale. An even better fit is obtained using two straight lines 
with a break between shell 13 and 14. Such a break or "phase change'would 
be an indication of supershell structure. 
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However, an even better fit can be obtained using two straight lines with a 

break between shell 13 and 14. This too can be interpreted in an interesting 

way. 

It has been suggested [20-22] that  shell structure might periodically ap- 

pear and disappear with increasing cluster size. Such a supershell structure 

can be understood as a beating pattern created by the interference of two 

nearly equal periodic contributions. Quantum mechanically the contribu- 

tions can be described as arising from competing energy quantum numbers. 

Classically the contributions can be described as arising from two closed elec- 

tron trajectories within a spherical cavity. One trajectory is triangular, the 

other square. 

Concluding Remarks 

The size distribution of sodium clusters produced in our source is completely 

smooth. However, if the clusters are heated with a continuous laser beam, 

atoms boil off, resulting in a structured mass spectrum, the features of which 

occur at equal intervals on an n]  scale. For: this reason we associate the 

features with electronic shell structure in clusters containing up to 2500 elec- 

trons. Our data [23] are consistent with a supersheU minimum at about 800 

electrons. More conclusive data  on supershells has recently been obtained in 

the Niels Bohr Insti tute using a modified experimental approach [24] and in 

Orsay for Li clusters [25]. 

Acknowledgment 

This work was supported in part by the Danish Natural Science Research 

Council. 

References 

1. M.G. Mayer, Phys. Rev. 75 (1949) 1969L. 
2. O. Haxel, J.H.D. Jensen, H.E. Suess, Phys. Rev. 75 (1949) 1766L. 
3. W.D. Knight, K. Clemenger, W.A. de Heer, W.A. Saunders, M.Y. Chou, 

M.L. Cohen, Phys. Rev. Lett. 52 (1984) 2141. 
4. M.M. Kappes, R.W. Kunz, E. Schumacher, Chem. Phys. Lett. 91 (1982) 

413~ 



53 

5. I. Katakuse, I. Ichihara, Y. Fujita, T. Matsuo, T. Sakurai, T. Matsuda, 
Int. J. Mass. Spectrom. Ion Processes 67 (1985) 229. 

6. C. Br~chignac, Ph. Cahuzac, J.-Ph. Roux, Chem. Phys. Left. 127 (1986) 
445. 

7. W. Begemann, S. Dreihofer, K.H. Meiwes-Broer, H.O. Lutz, Z. Phys. D3 
(1986) 183. 

8. W.A. Saunders, K. Clemenger, W.A. de Heer, W.D. Knight, Phys. Rev. 
B 32 (1986) 1366. 

9. T. Bergmann, H. Limberger, T.P. Martin, Phys. Rev. Lett. 60 (1988) 
1767. 

10. J.L. Martins, R. Car, J. Buttet, Surf. Sci. 106 (1981) 265. 
11. W. Eckardt, Ber. Bunsenges, Phys. Chem. 88 (!985) 289. 
12. K. Clemenger, Phys. Rev. B 32 (1985) 1359. 
13. Y. Ishii S. Ohnishi, S. Sugano, Phys. Rev. B 33 (1986) 5271. 
14. T. Bergmann, T.P. Martin, J. Chem. Phys. 90 (1989) 2848. 
15. S. Bjernholm, J. Borggreen, O. Echt, K. Hansen, J. Pedersen, H.D. Ras- 

mussen, Phys. Rev. Lett. 65 (1990) 1627. 
16. H. GShlich, T. Lange, T. Bergmann, T.P. Martin, Phys. Rev. Lett. 65 

(1990) 748. 
17. T.P. Martin, T. Bergmann, H. GShlich, T. Lange, Chem. Phys. Lett. 172 

(1990) 209. 
18. J.L. Persson, R.L. Whetten, Hai-Peng Cheng, R.S. Berry, to be published. 
19. E.C. Honea, M.L. Horner, J.L. Persson and R.L. Whetten, Chem. Phys. 

Lett. 171 (1990) 147. 
20. R. Bal-~-an, C. Bloch, Ann. Phys. 69 (1971) 76. 
21. A. Bohr, B.R. Mottleson, Nuclear Structure (Benjamin, London) (1975). 
22. H. Nishioka, K. Hansen, B.R. Mottelson, Phys. Rev. B 42 (1990) 9377. 
23. T.P. Martin, S. Bjernhlm, J. Borggreen, C. Br~chignac, P--h. Cahuzac, K. 

Hansen and J. Pedersen, Chem. Phys. Lett. 186 53 (1991). 
24. J. Pedersen, S. Bjernholm, J. Borggreen, K. Hansen, T.P. Hansen, T.P. 

Martin and H.D. Rasmussen, Nature 353 (1991) 733. 
25. C. Br~chignac, et al., to be published. 



Coexistence of E lec t ron ic  Shells and Shel ls of  Atoms in Microc lus ters  
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GR-153 10 Aghia Paraskevi A t t i k i ,  Greece 

Microclusters exhibit electronic shells and shells of 

atoms, which in some cases coexist in one and the same 

spectrum and in some other cases shells of atoms exist 

alone. That is, electronic shells alone never exist. 

Specifically, i f  theconstituents of a cluster are the 

neutral atoms themselves ( i .e . ,  a delocalization of the 

valence electrons does not exist),  then only shells of 

atoms appear (proper for either atomic fermions--odd number 

of electrons--or atomic bosons--even number of electrons). 

However, i f  the constituents of a cluster are the ion cores 

of atoms plus their delocalized valence electrons ( i .e . ,  a 

delocalization of the valence electrons does exist) ,  then a 

coexistence of electronic shells (due to delocalized 

valence electrons) and shells of atoms (due to ion cores) 

appears in one and the same spectrum. 

1. In t roduc t ion  

In microclusters both electronic shells and shells of atoms have been 

observed. The question is i f  these two factors of stabil izing processes 

compete with each other or i f  they are two independent processes, i f  they 

are segregated or coexist on the same mass spectrum. A contribution to the 

answer of these questions is the purpose of the present paper. 

The starting point of the present work is the differences of magic 

numbers observed in the mass spectra between born neutral and born ionized 

alkali clusters and their comparison with the predictions of the jellium 

models [ I -5 ] .  Finally, a new model is introduced based on the nature (fer- 

mionic or bosonic) of particles (electrons, atoms, ion cores) constituting a 

cluster [6]. According to this model atoms may form magic numbers by them- 

selves, while electrons and ion cores may form independent magic numbers 

which coexist on the same mass spectrum. 
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2. Existing Experimental and Theoretical Si tuat ion 

In Fig.1(a) the mass spectrum of born neutral sodium clusters [2] is 

shown, wh~le in Fig.1(b)-(d) those of born ionized sodium [8], rubidium [9], 

and lithium [10] clusters are shown. In Fig.2(a) the theoretical predictions 

of the spherical jellium model [2] are shown, while in Fig.2(b) and (c) 

those of the spheroidal [4] and of the Nilsson-type [3] jellium models are 

shown. 

I t  is interesting to make the following observations on Figs.1 and 2. 

Specifically, the magic numbers in Fig.1(a) are 2,8,20,40, and 58. Indeed, 

these numbers are the prominent predictions of Fig.2(a), but there some 

additional magic numbers at 18,34 . . . .  appear which are not present in 

Fig.1(a). However, while these additional numbers are absent from Fig.1(a), 

they are present in the spectra of Fig.1(b(-(c). Specifically, Fig.1(b) 

includes the magic number 18 (=19-I) and Fig.1(c) includes the magic numbers 

18 and 34 (=35-I). At the same time, however, Fig.1(b)-(d), which (despite 

the fact that they correspond to small size clusters) appear to be closer to 

the predictions of the spherical jellium model [2], show magic numbers at 

13, 19 and 25 (Fig.1(b)), at 13 and 19 (Fig.1(c)), and at 7, 13 and 19 

(Fig.1(d)). These numbers are well known as magic numbers of rare gas 

clusters [11-13] and are completely irrelevant to the predictions of the 

spherical [2] and the spheroidal [3,4] jellium models shown in Fig.2. 

Efforts to explain the celebrated mass spectrum of Fig. 1(a) more 

precisely than the spherical jellium model of Fig. 2(a) have led to the 

introduction of the spheroidal jellium model Of Fig.2(b) and of the Nilsson- 

type deformation jellium model o{ Fig.2(c). I t  is apparent that Fig.2(b) 

presents a richer spectrum than that of Fig.2(a) and some peaks of the 

former explain some secondary experimental peaks of the latter. However, the 

questionable peaks at 18,34,... s t i l l  exist as prominent peaks in Fig.2(b). 

These peaks, of course, do not show any significance in the theoretical 

spectrum of Fig.2(c). Th~s, one could consider that Nilsson-type deformation 

of the cluster makes theory and experiment of born neutral alkali clusters 

consistent to each other. However, the problem rises again when we try to 

interpret Fig.1(b)-(d) of born ionized alkali clusters. In these figures, as 

mentioned earlier, the numbers 18 and 34, which were practically absent in 

the mass spectrum of Fig.1(a), are prominent peaks in the mass spectra of 
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Fig.1(b)-(d).  Thus, the spectra of Fig. 1(b)-(d) more closely resemble the 

predictions of the spherical je l l ium model than those of the spheroidal 

je l l ium models. Also, i f  born neutral alkal i  clusters are deformed between 

magic numbers [3,4],  born ionized a lka l i -c lusters  should be at least equally 

deformed between magic numbers. This last  remark raises the question i f  

deformation of the je l l ium background real ly  plays a role in the born 

neutral and the born ionized alkal i  mass spectra of F ig. l ,  since this 

assumption seems to explain only the f i r s t  but not the la t te r  spectra. On 

the other hand, i t  is known from previous works [7,14] that ion cores form 

close packing structures and thus a deformation of such a structure (due to 
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the incomplete f i l l i ng  of the electronic shells) seems rather d i f f i cu l t .  

Hence, one could think that the explanation of alkali mass spectra is far 

from being complete and convincing, despite the impressive progress of the 

theories. 

Through the present work and previous [6,7,15] publications a d i f fe r -  

ent explanation of the alkal i  mass spectra is provided, based on the remark 

that the nature of part ic les involved in the structure of the clusters 

should be considered. Specif ical ly,  besides the electron the neutral atom 

and i ts  ion core are considered as composite part ic les in the framework of 

the present model. Thus, magic numbers due to al l  three categories of 

part ic les are expected. More detai ls about the model are given below. What 
/ 

should he emphasized, however, is that the present model is not in contra- 

dict lon with the je l l ium models. The difference is that the present model 

considers that there are experimental conditions (e.g., born neutral, low 

temperature, small size clusters) for which the valence electrons are not 

delocalized. Under these conditions the je l l ium models are not applicable 

and the magic numbers are due to neutral atoms alone. In th is si tuat ion the 

valence electrons are localized in the i r  own atoms and play no role in the 

formation of the magic numbers. In contrast, under d i f ferent  experimental 

conditions (e.g., born ionized, high temperature, large size clusters) there 

is delocalization of the valence electrons and thus the je l l ium models are 

applicable. Then, there are magic numbers due to electrons according to the 

je l l ium model, but at the same time there are magic numbers due to ion cores 

according to the present model• 

3. Quant i ta t ive  Treatment in the Node] 

I t  is specif ical ly assumed that all atoms (or ion cores) in a shell of 

the cluster taken together create an average central potential (assumed 

harmonic) common for all atoms (or ion cores) in this shell and that in this 

potential each atom (or ion core) performs an independent particle motion 

obeying the Schr~dinger equation. In other words, we consider a multi- 

harmonic potential description of the cluster, as follows 

where 

H~ = E~, H : T + V 

H = His + Hip + H1d2s +... 

(3.1) 

(3.2) 

Hi:V i + T i : -V+i/2m(~i)2ri2+Ti (3.3) 
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That is, we consider a state-dependent Hamiltonian, where each partial 

harmonic osci l lator potential has i ts own state-dependent frequency ~i" All 

these ~i 's are determined from the harmonic osci l lator relation (3.4). 

~ i  = (~2/m <r2i>)(n+3/2), (3.4) 

where n is the harmonic osci l lator quantum number and <ri2>i/2) is the 

average radius of the relevant high fluximal shell made of either bosonic 

[12] or fermionic [12] atoms. Before applying (3.4), to each of the shells a 

value (0,1,2,3 . . . .  ) of the harmonic quantum number n is assigned and a value 

of <ri2>1/2 is derived from the geometry of the shell taking the f in i te  size 

of the atom sphere into account. Thus, ~ i  changes value each time either n 

or <ri2>I/2 (or both) change value. 

In the case of bosonic atoms there is no restr ict ion for the number of 

atoms constituting the shell, since any number of such atoms is accepted for 

the same quantum state (symmetric total wave function). In the case of 

fermionic atoms, however, the atoms on each shell are restricted by the 

Pauli principle (antisymmetric total wave function). I t  is satisfying that 

all relevant shells for fermionic atoms [3,10,13] f u l f i l  this fundamental 

requirement, as explained in detail in [12]. 

According to the Hamiltonian of (3.2), the binding energy of a cluster 

of N atoms is given by (3.5) 

N 
BE = i/2 (VN) - 3/4 [ i ~ i ~ i ( n + 3 / 2 ) ] '  (3.5) 

where V is the average potential depth given [12~ by (3.6) 

V = -aN+b+c/N, (3.6) 

where the coefficient c expresses the sphericity of the cluster and has the 

same numerical value everywhere the outermost shell of the structure is 

completed and everywhere else c has a zero value. Of course, one expects 

that dif ferent kinds of atoms wil l  assume different values of parameters 
a,b, and c in (3.6). 

The relative binding energy gap for a cluster with N atoms compared to 

clusters with N+I and N-I atoms is given by (3.7) 

6(N) = 2EB(N)-[EB(N-I ) + EB(N+I)]. (3.7) 
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As is apparent throughout the present work and the cited references, 

the average positions of the atoms (or their ion cores) in the clusters have 

a shell structure either for fermionic or bosonic atoms. In this respect the 

structure of the clusters, to some extent, resembles nuclear structure. 

Thus, several well-documented nuclear phenomena, e.g. collective 

effects, are reasonably expected as cluster phenomena as well. Hence, small 

fermionic clusters of size N far from magic numbers are expected to be 

deformed. Furthermore, deformed (prolate or oblate) fermionic clusters are 

expected to rotate [18], and spherical (close to magic numbers) clusters are 

expected to vibrate. Besides these collective excitations, clusters can show 

single particle excitation either due to their atom or electron structure 

(partial levels of ionization). All these interesting phenomena are out of 

the scope of the present work, which mainly intends to support coexistence 

of electronic shells and shells of atoms in microclusters according to the 

stat is t ics of the constituent atoms (Fermi or Boson stat is t ics,  according to 

the half integer or integer spin of the atoms or ions involved in a specific 

cluster). 

4. Application o f  the Model 

According to the discussion in Section 2 application of the model on 

alkali clusters is apparent. Specifically, i t  can be said that the mass 

spectrum of Fig.1(a) is due to fermionic neutral sodium atoms, while those 

of Fig.1(b)-(d) are due to both the electron structure and the bosonic ion 

cores of sodium, rubidium, and lithium atoms, respectively. 

A detailed application of the model is presented in ref. [7]. Below, 

only a brief reference to this application of the model is given which shows 

that the model is applicable in all cases of clusters and is supported by 

all experimental data available to date. Specifically, in all cases, where 

neutral atoms constitute the cluster [2,11,17-19] the magic numbers are due 

to atoms alone (present model). Depending on the case, the structure of the 

cluster is proper for atomic fermions [2,19] or for atomic bosons 

[11,16-18]. In contrast, in all cases where delocalized electrons and 

left-over ion cores constitute the relevant cluster [8-10,20-22] the magic 

numbers are due to both the electrons (jellium model) and the ion cores 

(present model). 

As a special case we refer to large alkali clusters [23] whose mass 

spectrum for sodium is shown in Fig.3. These clusters, due to their large 
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Fig. 3 Experimental mass spectrum of large sodium clusters. 

size, are hot and thus they are under conditions favoring delocalization of 

the valence electrons. Hence, according to the present model, magic numbers 

due to delocalized electrons and magic numbers due to ion cores are 

expected. A complete development of this subject is given in ref . [24],  here 

only the conclusion is stated. Specifically, all deep valleys in the spec- 

trum, below and beyond 1500, are due to the ion cores, while much smaller 

valleys appearing in the structure of the spectrum are due to the delocal- 

ized electrons. Even completion of subshells (n, l ) ,  part icularly the f i r s t  

ones, have an apparent contribution to the fine structure of the mass 

spectrum. 

5. Extension of  the ltodel to Nuclear  Physics 

By consulting ref.[15] one finds i t  interesting that the present model 

can be extended to Nuclear Physics when the nucleon f in i te  size is taken 

into account. Results of the model on nuclear radii and binding energies are 

indeed impressive. 
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6. Concluding Remarks 

In the present work and related references the novel idea that a 

neutral atom or i ts ion core can be considered as a composite particle is 

successfully introduced. Specifically, a neutral atom or i ts ion core is 

taken as an atomic fermion or as an atomic boson depending on whether the 

relevant number of electrons is odd or even, respectively. Thus, the magic 

numbers in clusters can be a result not only of the electron structure, but 

also of the atomic structure and structure of the ion cores. 

Up to now only magic numbers due to delocalized valence electrons have 

been considered in the framework of the jell ium models. This comes direct ly 

from the assumption usually made in the l i terature that the valence elec- 

trons are always delocalized (part icularly in the case of simple metals, 

i .e . ,  alkal i)  and also that the ion cores play almost no role in the forma- 

tion of magic numbers. This assumption, however, has never been proved. 

On the contrary, the present model considers that there are experimen- 

tal conditions (e.g. born neutral, low temperature, small size clusters) for 

which the valence electrons are not delocalized. Thus, for these conditions 

the jell ium models are not applicable and the magic numbers come s t r i c t l y  

from the atoms themselves. The present model also assumes that in the Case 

where the valence electrons are delocalized (e.g., born ionized, high 

temperature, large size clusters) the left-over ion cores form their own 

magic numbers besides those formed by the delocalized electrons. 

Due to the fact that electrons and atomic fermions in theory possess 

the same magic numbers, i.e. those of fermions, some mass spectra in the 

l i terature explained as due to electron structure could be due to atomic 

structure (e.g., the spectrum of Fig.1(a)). Thus, further experimental 

verif ication of the present model is highly desirable. 
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Magic N u m b e r s  of Coulomb and Lennard-Jones  
Crystals and Quasicrystals 

Rainer W. Hasse 

ESR Division, Gesellschaft ffir Schwerionenforschung GSI, 
D-6100 Darmstadt, Germany 

with  the help of molecular dynamics computer simulations we study the equilibrium 
configurations at low temperature of large systems of strongly correlated particles 
either under the influence of their mutual long-range Coulomb forces and a ~adial 
harmonic external confining force or of the short-range Lennard-Jones potential. 
The fo~mer is a model for charged particles in ion traps and the latter for clusters. 
For the Coulomb plus harmonic force, the particles arrange in concentric spherical 
shells with hexagonal structures on the surfaces. The closed shell particle numbers 
agree well with those of multilayer icosahedra (mli). A Madelung (excess) energy of 
-0.8926 is extracted which is larger than the bcc value. 
For the Lennard-Jones force we employ various initial configurations like multilayer 
icosahedra or hexagonal closed packed (hcp) spheres. Cohesive (volume) and sur- 
face energies per particle are extracted and compared to the energies of scaled mli 
quasicrystals and of spherical scaled crystals with N up to 36 000. It is shown that 
relaxed mli are the dominant structures for N < 5 000 and hcp spheres for larger 
particle numbers. For N < 22000, hcp crystals have about the same closed shell 
numbers as mli quasicrystals but smaller ones for N > 22000. The same magic 
numbers obtain with other short range Mie potentials. 

1. I n t r o d u c t i o n  

The magic numbers of Mackay's multilayer icosahedra (mli) [1], 

N=(2M+I)[~M(M+I)+I] , (1) 

notably N =13, 55, 147, 309, 561, 923,... have been verified experimentally 
as closed shell particle numbers in metal clusters, see e.g. refs. [2, 3]. The 
subshell numbers are given by 10N 2 q- 2 =12, 42, 92, 162, 242,... Here it 
is shown that  these magic numbers are more general in the sense that  they 
not only are identical to those of stacked cuboctahedra but also show up in 
Coulomb systems and in spherical hcp mat ter  under the action of the Lennard- 
Jones (L J) force or of other Mie-type short-range forces. Due to the long range 
nature of the Coulomb force Coulomb quasicrystals tend to be as spherical as 
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possible. This is not in contradiction to the edged nature of the mli because 
here the plane surfaces of the mli become curved. 

2. C o u l o m b  plus  h a r m o n i c  forces  

The strongly correlated infinite one-component plasma (OCP) crystallises in 
an bcc lattice if the plasma parameter, i.e. the ratio of Coulomb to thermal 
energy, reaches the value [4] r ~ 171. Finite systems, on the other hand, 
exhibit hexagonal structures on the surfaces [5, 6], however imperfect due to 
the incompatibility between a perfect lattice and a curved surface and due to 
the incommensurability of two adjacent shells. A change of structure from the 
plane hexagonal into the bcc one occurs only if the dimensions of the system 
become as large as about 100 interparticle distances [7]. 

In order to study large but finite Coulomb systems we extend the cMcula.- 
tions on small systems by Rafac et al. [8] and employ the molecular dynanfics 
(MD) technique to solve the classical equations of motion under the external 
harmonic confining force 

Ficonf : - K r i ,  

and the Coulomb force, 

rl -- r i 
F~o. l = _qg. E ir ' _ ri P • 

i#; 

The initial momenta are chosen at random as to give an initiM kinetic energy 
corresponding to P ~ 1 and the initial coordinates of N ions usuMly are chosen 
as those of the (N-1)-ion system with one ion added at random. The system 
then is followed in time thereby cooling by reducing the momenta until thermal 
equilibrium has been reached; for details see reL [6]. In this chapter distances 
are measured in units of the Wigner-Seitz radius aws = (q~'/K) 1/a and energies 
in units of q2/aws. The total energy, i.e. the sum of confining and Coulomb 
energies per particle, then reads 

Iv 1 [-I. 
1 Er ,+ EEIr,- rj 

The excess energy is then defined by subtracting the homogeneous value of 

-~ = ~oN2/3. 
The resulting magic numbers are listed in Table I where the excess energy 

is minimal as compared to the neighbouring particle numbers and the excess 
energy is shown in Fig. 1. For systems with N < 64, there are strong shell 
effects in the excess energy with peaks and minima if a new shell opens, in 
particular the transitions at N = 12, 60,146. One notes that the smMler magic 
numbers are even as compared to those of the mli because the center particle 
is always missing. In particular, the second shell starts at N = 13, the third 
one at N = 6 1 ,  and the next ones at or around N = 147, 309, 565, 900, 1400, 
2100, respectively. 
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Table 1: 
Structures, rms radii and excess energies of closed shell N-particle systems 

N Structure .Rrm s ~'exccss 

12 12 1.6002 -0.87663 
60 48+12 2.9335 -0.88498 

146 93+41+12 4.0054 -0.88745 
308 163+93+42+10 5.7404 -0.88919 
561 2 5 5 + 1 6 1 + 9 3 + 4 2 + I 0  6.3418 -0.88994 
899 356+247+154+92+38+12 7.4361 -0.89059 

1414 491+365+244+163+94+44+13 8.6600 -0.89124 
2057 641+491+363+257+158+93+44+10 9.8209 -0.89132 
2837 805+634+480+356+246+173+143" 10.9384 -0.89172 
3 8 7 1  992+801+639+1439" 12.1379 -0.89151 

* The remaining shells cannot be resolved 
t At smM1 temperature 

An infinite Coulomb system can Lake advantage of all long range inter- 
actions in order to arrange in an bcc lattice and to minimize the Madelung 
energy by smnming up all long range contributions. A finite system, on the 
other hand, can explore only the short and intermediate range parts of the 
Coulomb interaction. It is well known that systems with short range interac- 
tions arrange in fcc or hcp lattices with coordinations (the number of almost 
equal nearest neighbour distances) of 12 but with higher Madelung energies. 
A finite Coulomb system, hence, will arrange in such a way as to maximize 
the coordination i.e. to achieve the maximum possible number of'equilateral 
triangles. In Fig. 2 is shown the front hemisphere of the outer shell of the 
5000-particle system. Here the overall hexagonal structure is well pronounced, 
however with dislocations and pentagonal point defects. The particles in the 
next inner shell most often sit below the line connecting two particles rather 
than below the center of the triangle. 
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Figure 1: 
Excess (Madelung) en- 
ergy of Coulomb qua- 
sicrystals. The dots 
are MD data and the 
full line is the best fit, 
The open arrow points 
to the asymptotic value 
and the fldl arrow to 
the Madelung energy of 
the infinite bcc OCP, 
Open circles are results 
of spherical bec mat- 
ter together with a fit 
(dashed line). 
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Figure 2: 
The front hemisphere 
of the outer shell of the 
5000 ion system. Note 
the haxagonal structure 
with approximately 
equilateral triangles and 
the point defect below 
the center. 

A fit for N > 300 gives 

¢MD = --0.8926 :t: 0.0001 + 0.0088N -113 -1- 0.096N -:D 

with an asymptotic Madelung energy of -0.8926 which is higher than the one 
of the infinite bcc OCP of -0.895929, thus indicating that even at very large 
particle numbers the hexagonal surface structure is still dominating over the 
bcc structure. This is due to the small surface energy of the hexagonal lattice 
on the curved surfaces. The surface energy extracted from the MD data is the 
average over the whole surface and also includes relaxation and reconstruc- 
tion of the surface that mininfize the total energy. To evaluate the order of 
magnitude of surface relaxation we ~alculated the excess energies of unrelaxed 
spherical fragments containing up to 25 000 particles, sliced out of infinite ideal 
bcc matter with the same density, see the open circles in Fig. 1. Extrapolation 
of these data to the bcc Madelung energy (dashed line) gives a surface energy 
coefficient of ~ 0.4. It crosses the fit of the MD data at N ~ 4 x l0 s. This 
number of particles at which the infinite bcc lattice takes over energetically is 
compatible with the estimate of Dubin [7]. 

3. L e n n a r d - J o n e s  force 

The largest magic number identified in cluster experiments is around 21 300 [3]. 
They are well in agreement with those obtained from purely classical geomet- 
rical packing of N particles for instance into mli or cuboctahedra (talc). How- 
ever, the energetical stability of large crystals and quasicrystals under short- 
range forces has only been studied extensively by Raoult et al. [9]. Here icosa- 
hedral, octahedral and mono-twinned fcc, decahedral, tetrakaidecahedral, hex- 
akaiicosahedral (hki), dodecahedral pentakaitetrakontahedral (dpk) and other 
truncated structures are considered. 
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We extend these calculations to very large particle numbers and, as an 
approximation to the effective two-body force in clusters, we employ the short 
range LJ potentiM, 

In this chapter we will use e0 = a = 1. The energy per particle, hence, is given 
by 

1 N 
E m =  ~- ~ ~ VLj([rl -- rjl ) (2) 

i j<i 

Due to the very short range nature of the LJ force a start with initial random 
coordinates never yields a stable configuration. Therefore we employ lnli, talc, 
spheres of hexagonal closed packed (hop), face centered (fcc) or body centered 
cubic (bcc) matter, or even stacked rholnbic dodecahedra (srd) proposed by 
Kepler, see ref. [10]. Systems with particle numbers up to N = 6525 are 
completely relaxed by MD and those with 2 < N < 36 000 are studied by 
uniform scaling and energy minimization. Systems with nonmagic numbers of 
particles were started with a magic core and the extra particles at random in 
the next shell; for details see ref. [11]. 

With inverse power-law potentials scaling effects can be calculated by scal- 
ing the dimensions in eq. (2) and minimising with respect to the scaling pa- 
rameter, So = (e12/eB) 116 to yield the minimum energy 

2 E ~  n = --e6/e12. 

For infinite bcc, fcc and hcp matter, the inverse-power sums e,~ are known, 
see [12], to give the scaling parameters and cohesive energies of Table 2. 

Table 2: 
Cohesive and surface energies and scaling factors of different Lennard-ilones crystals 
and of infinite mli and talc quasicrystals. 

Structure Vm SLj so 

hcp -8.6110651 15.5 ~" 0.9712281 
fcc -8.6102011 15.42 0.9712341 
n:dc -8.593 15.63 0.9743 
hkl -8.5454 14.234 
roll -8.543 14.183 0.9533 
dpk -8.5384 14.204 
bcc -8.2372921 15.12 0.9792041 

1 Analytical values 
2 From minimizing scaled large spheres 
s Estimated from MD relaxation 
4 Lower limits extrapolated f~om tel  [91 
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Under the LJ force, hcp matter is lowest in energy, followed by fcc and bcc 
matter. We repeated those scMing calculations for spheres of such matter with 
up to 36 000 particles in order to Mso obtain the surface energy coefficient in 
the expansion 

ELj = VLj + SLjN-1/3... 

which are also listed in Table 2. Relaxation of finite systems is achieved by 
solving the coupled classicM equations of motion with standard MD as de- 
scribed above. 
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Table 3: 
Closed shell particle numbers N of shell M and thei~ energies of ~elaxcd mli, talc, 
hcp and fce structures and of scaled mli, hcp and fcc. 

Figure 3: 
Energies per particle of 
LJ crystals and qua- 
sicrystMs. FuU (open) 
circles are relaxed MD 
results with mli ini- 
tim configurations at 
magic (nonmagic) par- 
ticle numbers. In the 
insert are shown var- 
ious energies (r: re- 
laxed by MD, s: scaled 
and minimized) with 
the scaled-hcp average 
of-8.591+lS.035N-1D 
subtracted. The open 
airow points to the hcp 
matter vMue. 

M ~ E~nM1 D ZmlcMD ~lzcpMD ~ccMD ~"mli~Scalcd ~scalcd ~scMed ~hcp ~-'fcc 

1 13 -3.4098 -3.4098 -3.1466 
2 55 -5.0772 -4.8778 -4.9114 -4.7660 -5.0373 -4.9052 -2.4041 
3 147 -5.9623 -5.8121 -5.8636 -5.7888 -5.8938 -5.8576 -4.0776 
4 309 -6.4959 -6.3805 -6.3907 -6.3347 -6.4102 -6.3834 -5.3022 
5 561 -6.8492 -6.7595 -6.7707 -6.7522 -6.7530 -6.7621 -6.1041 
6 923 -7.0994 -7.0295 -7.0490 -7.0202 -6.9965 -7.0409 -6.6062 
7 1 4 1 5  -7.2854 -7.2312 -7.2261 -7.2454 -7.1781 -7.2184 -6.9529 
8 2 0 5 7  -7.4291 -7.3875 -7.3956 -7.3831 -7.3185 -7.3880 -7.1823 
9 2 8 6 9  -7.5432 -7.5121 -7.5204 -7.5168 -7.4304 -7.5137 -7.3676 

i0 3 8 7 1  -7.6361 -7.6138 -7.6257 -7.6209 -7.5216 -7.6193 -7.5085 
11 5 0 8 3  -7.7128 -7.6982 -7.7133 -7.7037 -7.5973 -7.7071 -7.6219 
12 6 5 2 5  -7.7775 -7.7696 -7.7832 -7.7808 -7.6611 -7.7774 -7.7121 
13 8217 -7.7156 -7.8404 -7.7849 
14 10 179 -7.7628 -7.8933 -7.8515 
15 12 431 -7.8041 -7.9420 -7.9000 
16 14993 -7.8404 -7.9807 -7.9441 
17 17885 -7.8726 -8.0158 -7.9865 
18 21127 -7.9013 -8.0477 -8.0238 
19 24739 -7.9272 -8.0748 -8.0554 
20 28 741 -7.9505 -8.1003 -8.0851 
21 33153 -8.1223 -8.1086 
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Figure 4: 
Shell energies of scaled 
spherical LJ crystals, 
smoothed and the mean 
subtracted. The heavy 
parts are magnified. 

The resulting energies are listed in Table 3 and showz~ in Fig. 3" For smM1 
systems it can be seen that  the energy of mli with the magic numbers 13, 
55, 147 and 309 attains minimM Values as compared to surrounding nonlnagic 
clusters. Relaxed icosahedrons are lowest in energy up to N = 3 871 with either 
multilayer or stacked cuboctahedrons being much higher. In addition, since 
simple sphericM hcp crystals Mways have lower energy than talc and since even 
fcc crystMs are lower ill most of this interval of particle numbers, we exclude 
the posssibility of the existence of cuboctahedrM clusters. Due to their bcc 
structure the Salne holds for rhombic dodecahedra. 

Despite the fact that  mli have a very low surface energy, the volume energy 
and, henc% the total energy becomes too large for large particle numbers. 
Around particle numbers of 5 083, hence, there is a transition to hcp crystMs 
which, however, have larger surface energy but lower volume energy. Sinfilar 
reasoning holds for the hki and dpk. The corresponding values for the cohesive 
and surface energies of Table 2 have been obtained by extrapolating the results 
of re£ [9]. They have to be taken as lower limits. IIowever, from Table 2 it 
can Mso be seen that  although hki have a slightly larger surface energy than 
dpk, their cohesive energy is slightly less. Hki, hence becomes the more stable 
configuration for N > 40 000. 

In order to follow the magic numbers beyond N = 6 525 the shell energies 
of scaled (but not relaxed) spherical simple cubic (sc), bcc, fcc and hcp crystals 
have been cMculated. By subtracting the mean and smoothing we obtain the 
shell energies of Fig. 4. All of them exhibit characteristic shell oscillations due 
to the fact that  there exist sphericM crystMline configurations with nfinimum 
(maximum) number of surface particles at the same radius, hence with smM1 
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(large) surface energies. However, for large systems sc, bcc and fcc do not 
show the characteristic shell spacing of eq. (1) whereas hcp does for N = 
10 179, 12 431, 14 993, 17 885 and 21 127 at the correct positions (also, at 8 217 
there is a local minimum).  The next two nfinima appear at N "~ 23 600 and 
27 500 rather than at 24 793 and 28 741. Here the magic numbers were not yet 
identified experimentally. For larger particle numbers the shell energy becomes 
rather small and one expects that  magic numbers cease to exist. 

In order to assure that  the effect of magic numbers in hcp spheres is not 
an artifact of the LJ force we repeated the scaling calculations with the Mie 
potential r -4" - 2r -2n ( n = 3  is the LJ potential) with n =  1...4. For the short 
range potentials n = 2, 3, 4 we found the minima of the energy essentially at 
the same magic numbers as discussed above. In the long range case n =  1, on 
the other hand, the shell oscillations are very irregular and one cannot asso- 
ciate magic numbers. However, we cannot exclude that  macroscopic structures 
formed ofhcp matter  other than the sphere might have even less surface energy. 
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CLUSTERS AS SOLITONS ON THE NUCLEAR SURFACE 

Sandulescu, A. Ludu and W. Greiner 

Institut fttr Theoretische Physik, Johann Wolfgang Goethe-Universit~t, 

Frankfurt am Main, Germany 

In the present paper, by introducing nonlinear terms in the hydrodyn- 

amical equations, we show that stable solitons exist on the surface of 

a sphere. Contrary to the Bohr-Mottelson model we assume that the 

outside nucleons do not polarize the double magic core 2°sPb. 

The soliton itself contains the polarization effect. The total poten- 

tial energy consists of four terms : surface, centrifugal, coulomb and 

shell energies. The last term was introduced phenomenologically pro- 

portional with the overlap between the final nucleus (considered to be 

a sphere) and the initial nucleus with quite different shapes than the 

shapes described by the usual multipole expansion of the nuclear 

surface in spherical harmonics. This term causes a new minimum in the 

total potential energy. Due to the fact that alpha and cluster decays 

are spontaneous decays we choose this minimum to be degenerate in 

energy with the ground state minimum. This description leads to a new 

coexistence model : the usual shell model and a cluster-like model 

described by a soliton moving on a sphere. Due to the large barrier 

between the two minima the amplitude of the cluster-like state is much 

smaller than the Usual ground state. The ratio of the square of the 

two amplitudes gives the preformation probabilities of the 

corresponding clusters at the nuclear surface. The com?arison with the 

present existing experimental data sho~s an excellent agreement. 

Consequently let us consider a small perturbation propagating on the 

surface of a sphere of radius R. For an axial symmetry, with the 

symmetry axis in the direction of the perturbation, the problem 

reduces to a small perturbation propagating on a circle with the shape 

r = R + U(O,t). We make three assumptions : first that the amplitude 

of the perturbation 7o is small compared with the radius R so that we 
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can i n t r o d u c e  a small  parameter  ~ = ( r - R ) / R < < I ,  second t h a t  the  co re  

i s  u n p e r t u r b e d  up to  the  r a d i u s  r = R-h wi th  h<<R and t h i r d  t h a t  we 

have t h e  case  of  an i d e a l ,  imcompress ib le  and i r r o t a t i o n a l  f l u i d  which 

l e a d s  t o  a f i e l d  of  v e l o c i t i e s  V = V~ g iven  by a s c a l a r  p o t e n t i a l  

s a t i s f y i n g  t h e  Laplace  equa t ion  A~=O. As we s h a l l  show l a t e r  the  

i r r o t a t i o n a l  f low g ives  r i s e  t o  some new t y p e  of  c o l l e c t i v e  

o s c i l l a t i o n s  of  the  f l u i d ,  coup l ing  t he  t a n g e n t i a l  and the  r a d i a l  

o s c i l l a t i o n s  of  the  f l u i d  at  the  s u r f a c e .  

In  o r d e r  t o  d e s c r i b e  the  dynamics of  such a p e r t u r b a t i o n  we have t o  

f i n d  t h e  e q u a t i o n s  f o r  shapes and v e l o c i t i e s .  

Now i t  i s  n a t u r a l  t o  ask f o r  s o l u t i o n s  o f  the  Laplace  e q u a t i o n  w r i t t e n  
r -R 

as a power s e r i e s  i n t o  the  small  pa rame te r  ~ - R 

~ ( r , 8 , t )  = E ~nfn (8 , t  (1) 
n>o 

I t  i s  easy  t o  show t h a t  in  second o r d e r  of  ~ the  r a d i a l  v = ~r and 

tangential u = ~r velocities depend only on two independent 

functions fo,8(8,t) and fl(8,t) denoted in the following by g(8,t) 

and j ( 8 , t )  r e s p e c t i v e l y .  

The first equation is given by the time derivative of the radial 

coordinate on the surface ~ : 

By imposing t he  c o n d i t i o n  t h a t  

o r d e r  i n  7, a r e l a t i o n  between j and g@ : 

J = - ~ 0  

The second e q u a t i o n  i s  g iven  by the  Eu le r  e q u a t i o n  : 

v = 0 a t  r = R-h we o b t a i n  in  the  f i r s t  

(3) 

(4) 

where Pm i s  t he  c o n s t a n t  mass d e n s i t y ,  P t he  p r e s s u r e  and V~e t he  

r e p u l s i v e  e l e c t r o s t a t i c  i n t e r a c t i o n .  The Po i s son  equa t ion  f o r  the  

Coulomb p o t e n t i a l  i s  

A @ e  = - ,Oel ( 5 )  
(o  

where ~e represents the electrostatic potential generated by a charged 
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d i s t r i b u t i o n  Pel and eo the  vacuum d i e l e c t r i c  c o n s t a n t .  The p r e s s u r e  of  

t h e  l i q u i d  a t  t he  s u r f a c e  E i s  i n  t he  f i r s t  o r d e r  in  

and t h e  e l e c t r o s t a t i c  p o t e n t i a l  ¢e up t o  the  second o r d e r  i n  

(6) 

=  aP F1 - elE ~ o [  -~+s2J zoo (7) 

From the continuity equation and the condition of irrotationality 

(rotV = O) we can put the Euler equation (4) into a gradient form 

which leads to following equation 

1 o" + psolpsphR~ + ~(Psol- sP-~3h) F/F/0 = 0 
gt + R~--~O . . . . .  pmR2(r/O r/O00) - 3'copra vO 

(8)  

Eq. ( 2 ) ,  by us ing  r e l .  (3 ) ,  g i v e s  i n  t he  second o r d e r  i n  ~ : 

R~t + ~0 + ~(~g)0 + ~g0 = 0 (9) 

The system formed by eqs. (8) and (9) is a system of partial nonlinear 

third order differential equations in the unknown functions ~(0,t) and 

g(0,t). In order to solve this system we make the transformation 

g = X~ + ~ ( O , t ) ,  (10) 

where X i s  an a r b i t r a r y  r e a l  p a r a m e t e r  and ~(O, t )  an a r b i t r a r y  f u n c -  

t i o n  and the  f u n c t i o n a l  t r a n s f o r m a t i o n  : 

- X 2/R - Rf to + k~ (11) 
k .- ~/R 

Choosing t he  a r b i t r a r y  f u n c t i o n  ~(1) so t h a t  : 

we o b t a i n  a Korteveg de Vr i e s  e q u a t i o n  f o r  ~ : 

where 

A~t + B~ 0 + C~O0 0 = 0 

A = X + R2~ B = ~ + ~ + h2~ ; C = - 7  
h X ; ~ R 2 

(13) 
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wi th  t h e  c o n s t a n t s  ~ = psol ( ~  1 ~ R2psphpsol) 
PmEo - -  P ~ o l ) ,  f l  = - -  p=--~'-~(~ + 3 ~ o  " ' 

7 = p - -~2  and k = . O n e  of the solutions of K.dV equation in the 

following 

= ~osech2 ( - ~ )  (14) 

which r e p r e s e n t s  t he  s o l i t o n  c h a r a c t e r i z e d  by t h e  h a l f - w i d t h  

L = (12C/B%) l/~ and the an~lar velocity V = B~o/3A. By assuming ~(I) = 

f( vt), i.e. = - the solution of eq.  12) is 

e %  

X i~2 

I n t r o d u c i n g  t h i s  e x p r e s s i o n  in  eqs .  (3) and (10) we o b t a i n  t h e  f i n a l  

forms f o r  the  unknown f u n c t i o n s  j and g and, c o n s e q u e n t l y ,  t h e  f i n a l  

fo rm f o r  t he  f i e l d  of  v e l o c i t i e s .  

The t o t a l  p o t e n t i a l  energy  must d e s c r i b e  t h e  t r a n s i t i o n  f rom t h e  

ground s t a t e  o f  t h e  i n i t i a l  s p h e r i c a l  nuc l eus  of  r a d i u s  Ro t o  a 

s o l i t o n  moving on t he  s u r f a c e  of  a l a y e r  s i t u a t e d  above t h e  ground 

s t a t e  of  the  daugh te r  nuc l eus  of  r a d i u s  R, a l so  c o n s i d e r e d  as a 

s p h e r e .  E v i d e n t l y  t h e  t o t a l  p o t e n t i a l  energy must be s e p a r a t e d  in  two 

p a r t s  wi th  two d i f f e r e n t  d e s c r i p t i o n s ,  one around t h e  s o l i t o n  shape 

and one around t he  ground s t a t e .  Due t o  t h e  f a c t  t h a t  a s o l i t o n  cou ld  

have a v e r y  smal l  ampl i tude  and a l a r g e  angu la r  width  c l o s e  t o  T we 

may i n t e r p o l a t e  the  p o t e n t i a l  energy  of  such a s o l i t o n  i n  t h e  range  of  

t h e  pa r a me te r s  where a l s o  t he  p o t e n t i a l  energy f o r  t h e  g round  s t a t e  i s  

v a l i d .  In t h i s  way we can o b t a i n  a un ique  e x p r e s s i o n  f o r  t h e  t o t a l  

p o t e n t i a l  energy .  The c o r r e s p o n d i n g  dynamics i s  s imply g i v e n  by t h e  

mass of  t he  e m i t t e d  f ragment  i f  we assume t h a t  t h e  f i n a l  n u c l e u s  i s  a 

r i g i d  core  (ground s t a t e )  u n p e r t u r b e d  by the  appea rence  of  t h e  s o l i -  

t o n .  The p o t e n t i a l  ene rgy  Ep, around t he  s o l i t o n  shape ,  can be w r i t t e n  

as t h e  sum of  the  s u r f a c e  energy  ES, t h e  Coulomb energy  EC, t h e  s h e l l  

ene rgy  Eshell and t he  c e n t r i f u g a l  Ecf energy .  

= 8 . 6 2 7 5  [ 0 . 0 7 7 0 8 ( Z  2 ~-1/a + .~Zc~l Asol-1/ E C 3) + 

3 ~" +h *°'3854z2 r'  fo   h>2)sin 0] - 0.665Zo%-,, 
R 2 J 

(~7) 
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where A = Psol/Psph and ~ = Ao - Asol. 

Eshell _ Uo Vover (18) 

v + - Vov.. 

where Vover denotes the volume of the overlap between the volumes of 

the initial Vo and final V nuclei, Vsol is the soliton volume and Vlayer 

is the layer volume on which the soliton is moving. 

Zcf : ~R L ~ ~ 0  (h - ~)~ + (h~X + hRV)~o + x h ~  s i n ~ 8  
(h+~) 4 

(19) 

For very c o . a c t  so l i tons  (small L) the cen t r i fuga l  energy becomes 

1 
= Ra + + (20) E~ ~ ~mVclrcMV~ ~ with rcH 15R ~ 

This already suggests that only one third of the outside nucleons of 

the rigid core (final nucleus) are p~ticipating in the soliton, the 

other two thirds forming the surface layer on ~ich the soliton is 

moving. If we t~e this conclusion as one of the possible ways for the 

description of the cluster like amplitude in the potential minimum we 

can fix-up the p~ameter h by volume conservation 

R~ = ½r~Acl + (R + h) 3 (21) 

The expression of the potential energy Mound the ground state minimum 

can be written in terms of normal modes : 

~(O,t) = 70 E ~(t)Pl(COSS) with ~(t) = ;~ Pl(cosS)~d8 (22) 
1 ~ 

This leads to the following expression of the normalized potential 

energy in terms of normal modes : 

= ~ 1 E Claq 2 with Cl = ES(0)(I+2)-IOEc(0) Ep (23) 

The corresponding barriers along the minimum of the potential in the 

plane ~ - ~o/Ro for different k-values corresponding to two different 

emissions 14C and 24Ne with different final nuclei are given in Fig. 1. 

The spectroscopic factors, as ratio of the experimental decay (Aexp) 

over the theoretical one-body decay constant (A G) were first intro- 
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Fig. 1 The soliton potential barriers for 14C-decay of 222Ra( ), 

224Ra(-- - -) and 226Ra(. .) and for 24Ne-decay of 23~( ), 

234U(-- -- --) and 236Pu(. .). We can see that with the decrease of the 

charge density of the final nucleus the soliton potential barriers are 

increasing leading to smaller spectroscopic factors S in co~lete 

agreement with the experiment (see Table). 



78 

duced in  a l p h a  decay  i n  o r d e r  t o  s e p a r a t e  t h e  n u c l e a r  s t r u c t u r e  

e f f e c t s  f rom t h e  decay  c o n s t a n t  as  t h e  p r o d u c t  be tween  t h e  f r e q u e n c y  

of  t h e  c o l l i s i o n s  w i th  t h e  b a r r i e r  wa l l  and t h e  b a r r i e r  p e n e t r a b i l i t y  

(AGamow). S i m i l a r  s p e c t r o s c o p i c  f a c t o r s  have  been  i n t r o d u c e d  f o r  

c l u s t e r  decays .  

We c o n s i d e r  t h a t  w i t h o u t  t h e  i n t r o d u c t i o n  of  t h e  ,mny body c a l c u l -  

a t i o n s  in  t he  s h e l l  model i t  i s  not  p o s s i b l e  t o  e x p l a i n  such a l a r g e  

enhancement of  c l u s t e r s  on t h e  n u c l e a r  s u r f a c e .  In  t h e  p r e s e n t  p a p e r  

we g i v e  an e x p l a n a t i o n  o f  s p e c t r o s c o p i c  f a c t o r s  b a s e d  on a c o l l e c t i v e  

model .  By c o n s i d e r i n g  t h e  s o l i t o n s  as n o n l i n e a r  s o l u t i o n s  of  t h e  

hydrodynamic  e q u a t i o n s  we o b t a i n e d  new shapes  which show t h a t  some 

nuc l eons  a r e  g r o u p i n g  t o g e t h e r  t o  fo rm t h e  e m i t t e d  c l u s t e r .  In  t h i s  

way we have  a new c o e x i s t e n c e  model c o n s i s t i n g  o f  t h e  u s u a l  s h e l l  

model and a c l u s t e r - l i k e  model ( s o l i t o n ) .  

In  t h i s  s o l i t o n  d e s c r i p t i o n  t h e  s p e c t r o s c o p i c  f a c t o r s  a r e  g i v e n  by the  

r a t i o s  of  t he  two wave a m p l i t u d e s  in  t he  c o r r e s p o n d i n g  w e l l s ,  

e v a l u a t e d  w i t h  t h e  h e l p  o f  b a r r i e r  p e n e t r a b i l i t y  be tween  t h e  two 

minima. The s p e c t r o s c o p i c  f a c t o r s  a r e  g i v e n  by t h e  p e n e t r a b i l i t i e s  of  

t h e  above p o t e n t i a l  b a r r i e r s  : 

S = exp[- hJo2[~°f(Ared(~°)ZP(~°))'/2d~°] (24:) 

where ~]of is the coordinate of the final state. For the reduced mass we 

t a k e  t h e  e x p r e s s i o n  : 
Asol (~o)A; 

Ared = Ao Ao = Asol(~o) + A (25) 

In this way we calculated for the above decays the corresponding spec- 

troscopic factors. The results are presented in the Table which con- 

sists in seven columns and nine lines each corresponding to a given 

c l u s t e r  decay .  In  t h e  f i r s t  t h r e e  columns we d e f i n e  t h e  n u c l e i  

p a r t i c i p a t i n g  to  t h e  decay .  In  t he  f o u r t h  column we g i v e  t h e  one -body  

(A~ 3Y) calculated with Michigan 3 Yukawa (M3Y) decay c o n s t a n t s  

e f f e c t i v e  n u c l e a r - n u c l e a r  f o r c e s  [1] .  
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Aizi 

TABLE Spectroscopic Factors for Exotic Decays 
I 

Afz f' ZClAc I A~ 3Y (s'1) S M3Y = ,M3y~exP SB W Ssol 

222p,~ 2OSpb 14 C 2.8x10 "l 2 .4 .10  -n 2.9x10 -l° 2.4=10 "n 

224Ra 21°pb 14C 4. Ix 10 -6 2.3x 10 -11 2.9xI0 "I° 2.3~ I0 "n 

228Ra ~12pb 14 C 3.2x10-n l.lxlO -n 2.9xi0 "I° 1.5x10 "n 

228Th ~oSpb 2o 0 6.1x10 -8 1.2x10 -14 1.2x10 -14 I;3XI0 -14 

~3°Th 2°6Hg 24Ne 1.6x10 "8 1.0x10 "Iv 1.3x10 "Iz 1.2xl'0 "~z 

~32U 2°8pb 24Ne 1.6x10 -4 1.7x10 -tz 1.3x10 -Iz 1 .Tx10 "Iz 

234 U 21opb 24Ne 7.4xi0 "to 3.8xi0 -Iz 1.3x10 "Iz 2.7x10 -lz 

2s4 U 2OSHg 2eMg 4.4~10 "7 4.5xI0 -~o 1.6×10 -~o 4.6xI0 -2o 

~S6pu 2OSpb 28Mg 5.0xlO "s 2.9x10 "2o 1.6x10 -2o 3. lx10 -2o 

In the fifth colnmn we give the corresponding spectroscopic factors 

S M3Y as ratios of the experimental decay constants Aexp and the prey- 

one body decay constants A~ 3Y" . The sixth column contains the ious 

spectroscopic factors SBW = (6.3 x lO-S) (ACI-I)/3 obtained using a 

sentiempirical heavy ion potential [2]. In the last column we give our 

spectroscopic factors given by eq. (24). First we mention that the 

agreement with the experimental values calculated withthe M3Y forces 

is very good. The calculated spectroscopic factors differ from one 

isotope to another. This effect can be explained on one side by the 

contribution of the Coulomb energy (through Psol and #sph) and on the 

other side by the different values of the atomic mass of the final 

nuclei, which give different positions and half-widths for the 

absolute minimum of the shell potential energies. The spectroscopic 

factors SEN do not depend on charge densities. Also they differ by an 

order of magnitude for 14C-decays. For large A the minimum is obtained 

for smaller values of 7o and viceversa. The variation of A affects 

also the value of the parameter h which changes the structure of all 

the other three potential energies, thus modifying the height and 

length of the potential barrier, as one can see in Fig. I. 

REFERENCES 

I. Sandulescu A, Gupta R K, Carstoiu F, Horoi M and Greiner W 1991, 

to be published 

2. Blendowske R and Williser A 1988 Phys. Roy. Lett. 61 1930 



2. F i s s i o n  





F i s s i o n  v e r s u s  m e t a s t a b l e  d e c a y  
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Technikerstr. 25, A 6020 Innsbruck, Austria 

i. Introduction 

If the energy of an electron (or photon) beam colliding 

with gas phase clusters is greater than a critical value 

(appearance energy), some of these neutral clusters will be 

ionized. The abundance and the variety of the cluster ions Pn + 

produced from a specific neutral precursor Pm depend on 

geometric, electronic and energetic properties of the neutral 

and ionized clusters. Whereas inelastic interaction of 

electrons with single atoms results only in changes of the 

electronic configuration, interaction of electrons with van 

der Waals (vdW) clusters involves - besides electronic 

excitation - (i) changes in the nuclear motion (vibrational 

and rotational excitation), (ii) multiple collisions of the 

incoming electron at different cluster sites, and (iii) 

subsequent intermolecular reactions within the cluster. All of 

this leads to the production of excited ions, i.e. deposition 

of excess energy into various degrees of freedom. Energy flow 

between different degrees of freedom leads to spontaneous 

decay reactions of these excited ions in time scales ranging 

from a few vibrational oscillations for DromDt dissociations 

up to the ~s time regime for metastable dissociations. 

It is clear that these prompt and/or delayed dissociations 

will lead to a strong modification of the original neutral 

cluster distribution. Curiously enough, despite this fact, in 

a number of earlier studies cluster ion mass spectra were 

related on a one to one basis to neutral cluster 

distributions. Today, it is widely accepted /1-4/ that magic 

numbers - discontinuities observed in otherwise smoothly 

varying mass spectral distributions of cluster ions (a 

beautiful example demonstrating the especially stable 

icosahedral shell closure at around n = 147 is given in Fig. 

I) - are due to variations in the ionization efficiency and 
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the properties (structure, binding energy, stability) of the 

ensuing ions. 
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Fig. 1 Mass spectra (section) of argon and krypton cluster 
beams 

after Ref. 5 

There has been considerable progress in this field during 

recent years due to advances by several experimental and 

theoretical groups. Improvements in mass spectrometric 

techniques in conjunction with judicious use of theoretical 

concepts (statistical rate theory), now enable new insight to 

be gained regarding the nature of the dynamics, energetics and 

kinetics of cluster ion production and cluster ion reactions. 

Here I will summarize today's knowledge with particular 

attention to results from our laboratory on spontaneous decay 

reactions of excited atomic cluster ions, including monomer 

evaporation (vibrational predissociation), sequential 

metastable decay series, and excimer induced fissioning. 

2. Statistical (vibrational) predissociation 

The most common spontaneous cluster ion decay reaction in 

the metastable time regime is monomer evaporation, 

pn +* --> Pn_l + + p (i) 
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Electronic Dredissociation and barrier penetration has been 

named as likely mechanisms for small cluster ions. A typical 

example is the metastable decay of Ar2+(II(i/2)u ) via 

Ar2+(I(i/2)g) into Ar+(2P3/2 ) + Ar with a lifetime of 91 ~s 

/6,7/. A particular variant of barrier penetration is 

tunneling through a centrifugal barrier (rotational 

predissociation), which has been proposed to account for the 

slow decay of small Ar cluster ions /6,8/. 

Conversely, vibrational predissociation has been shown to 

be the dominant metastable dissociation mechanism for larger 

(n > i0) cluster ions. If a polyatomic cluster ion is complex 

enough, the random motion of an activated ion on its potential 

hypersurface will be complicated enough to increase its 

lifetime into the metastable time regime. This process has to 

be treated theoretically in the framework of statistical 

theories (RRKM, QET), where the unimolecular rate k (and other 

properties such as the release of translational kinetic energy 

T) are assumed to depend only on the internal energy E* of the 

activated ion. Cluster ions produced by electron (or photon) 

impact ionization of a neutral cluster beam normally comprise, 

however, a broad range of energies E* due to the broad range 

of energies deposited into the ions by the primary ionization 

process and the effect of subsequent unimolecular reactions. 

Therefore, parent ions are present with different energies and 

thus different decay rates. Moreover, in many cases, Pn +* may 

decay by competing reactions and the produced daughter ions 

Pn_l + may not be stable and decay again by further 

decomposition reactions. This situation makes analysis of 

experimental data very difficult. 

Nevertheless, considering the kinetics of monomer 

evaporation within the frame of QET and using the concept of 

an evaporating ensemble, Klots /9/ predicted the time 

dependence of an evaporating parent population, isolated and 

normalized to unity at a time to, to be given by a non- 

exponential decay function 

C n 1 
[Pn+*](t) = 1 - -- in [ ] (2) 

2 t o + (t-to)exp(-~2/Cn) 
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where C n is the heat capacity of the cluster (in units of the 

Boltzmann constant kB) and ~ is the Gspann parameter, defined 

by 

Evap 
7" = 

k B . JTT* 
(3) 

It contains the energy of evaporation Eva p and a geometric 

means of the before-and-after temperatures T and T*, 

respectively. The Gspann parameter is very nearly independent 

of the size and composition of the cluster and only a weak 

function of time. The single unknown parameter in the Klots 

formula is the heat capacity. Choosing plausible values for 

and C n there exists very good agreement (at least for larger 

clusters) between the predicted time (equ. (2)) dependence and 

the experimental findings (see Fig. 2) /10,11/. 
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Fig. 2.Comparison of measured (open symbols refer to Ar 
clusters, filled symbols to Kr clusters) and predicted 
(equ. 2) normalized metastable fractions (metastable 
fraction divided by the length of the observational time 
window) after Ref. i0. 

Moreover, equ. (2) may be also used to predict the 

dependence of the metastable fraction on cluster size n. There 

is good agreement /9/ in the general trend between existing 
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experimental data and the predicted curve for atomic cluster 

ions such as Na, Cu, Xe and Ar. It is interesting to note that 

for certain cluster sizes the experimental values deviate from 

the predicted curve beyond quoted error bars (e.g. see Fig. 9 

in Ref. I0). In most cases these anomalous small or large 

rates (metastable fractions) coincide in a mirror-like fashion 

with enhanced or depleted ion abundances in the ordinary mass 

spectrum (see Fig. 3). The reason for these mass spectral 

anomalies are additional structural stabilities ("magic 

numbers") not included in the continuum based model of Klots. 

According to calculations and experimental evidence (see Fig. 

i) especially stable atomic clusters are obtained for n = 

13,55,147,309 etc. atoms, their corresponding structure being 

icosahedral. Moreover, it is possible to relate anomalous 

small or large metastable rates of atomic cluster ions to 

corresponding larger or small binding energies using RRKM type 

treatments /12-15/. 
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Fig. 3. Ordinary mass spectrum for argon cluster ions (20 S n 
S 83) and apparent metastable decay rates as a function of 
cluster size after Ref. i0. 
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3. Metastable decay series 

Considering also thermochemical aspects Klots /9/ 

predicted that due to the influence of the surface energy, 

sequential evaporations of monomers should be a more likely 

cooling process for excited cluster ions than single step 

splitting off larger fragments. Using both field free regions 

of a double focussing sector field mass spectrometer as 

independent observational windows we were able to demonstrate 

recently that certain cluster ions Pn +* (with P = Ar /16/ and 

N 2 /17/) decay by sequential decay series (and not single step 

fissioning), i.e. 

+* 
Pn +* --> Pn-i +* --> Pn-2 "''P+ (4) 

evaporating a single monomer in each of these successive decay 

steps. Whereas in case of radioactive decay series the various 

decay rates are constants, in case of these cluster ions 

individual apparent decay rates are depending on time and on 

the parent ion (excitation) due to the fact that each ion (in 

the ensemble probed) may exist in a different excited state. 

4. Excimer-induced fission 

Recently, we have discovered a rather unusual metastable 

fragmentation channel occurring in argon cluster ions /18,19/. 

In contrast to the well known case of the single monomer 

evaporation reaction (i) due to vibrational predissociation, 

in the new decay reaction the average number of ejected Ar 

monomers rises from 2 for Ar4 + up to i0 for Ar30 + (see as an 

example the decay pattern of Arl0 +* given in Fig. 4). After 

studying the dependence of the metastable fractions on (i) the 

electron energy, (ii) parent cluster size and the number of 

ejected monomers (see Fig. 4), and (iii) the time interval 

between ion formation and dissociation (yielding a 

fragmentation lifetime of 1.5 ~s), we concluded that a 

metastable, electronically excited excimer Ar2* (3Zu+) 

localized inside the cluster ion is responsible for the 

observed unusual decay pattern. The radiative decay of this 

excimer leads to repulsion of two Ar atoms in the ground state 

Ar2(iZg ) and to a subsequent violet (non-statistical ? /20/) 

disintegration of the cluster. 
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Fig.4. Metastable fraction versus p for the metastable decay 
reaction Arl0 +* --> Arl0_p+ + pAr after Ref. 19. 

In order to further investigate this phenomenon we have 

recently extended our studies to metastable fragmentation of 

neon cluster ions /21/, in particular to the following 

reaction 

Ne4 +* --> Ne2 + + 2 Ne (5) 

Figure 5 shows the dependence of the fra~ent ion current 

resulting from the metastable decay reaction (5) on the 
5 
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F i g .  5 I o n  c u r r e n t  as  a f u n c t i o n  o f  t h e  e l e c t r o n  e n e r g y  f o r  
the parent ions He4 + (o) and for the fragment ions Ne2+(~) 
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electron energy. For comparison, the electron energy 

dependence of the Ne4 + parent ion current is also shown. 

Linear extrapolation in the onset regions shows, that the 

appearance energy (AE) of the metastable decay (5) is 37.2 ± 

0.8 eV, which is approximately 16.4 eV more than the AE of the 

parent ion Ne4 + (in this measurement AE(Ne4 +) = 20.8 ± 0.3 

eV). 

The first electronically excited state of the Ne + ion is 

the (2s2p6)2Sl/2 state, lying 26.9 eV above the ground ionic 

state. The lowest excited states of the neutral Ne are the 

(2p53s) 3P2, 3P o metastable states and the 3PI, IP 1 resonant 

states, lying 16.62 to 16.85 eV above the ground state. Taking 

into consideration the measured AE of the metastable 

fragmentations (5), we have to conclude therefore that as in 

the case of Ar electronically excited states of neutral Ne 

(i.e. their corresponding excimers) are involved in the 

fragmentation process (5), populated most likely by either the 

scattered or ejected electron after a successful ionization 

process (e + Ne --> Ne +) inside the same cluster (see above). 

The properties (energy, lifetime) of these excimers as deduced 

in the present experiments are in excellent agreement with 

those reported in studies in liquid and solid rare gases /22/. 

Moreover, the present interpretation is in accordance with 

recent results on electron induced sputtering /23/, 

luminescence of neutral rare gas clusters /24/ and electron 

energy loss data on neutral Kr clusters /25/. In addition, 

Hertel and coworkers /26/ recently confirmed our results by 

reporting the direct observation of such an excitation and 

decay process during photoionization of Ar clusters using 

synchrotron radiation and threshold photoelectron photoion 

coincidence TOF analysis. The existence of this fission 

process provides an example of a system where statistical 

energy distribution does not occur upon initial excitation. 

This mode selective excitation of the excimer in the cluster 

ion via multiple collisions constitutes a beautiful example 

for the violation of vibrational energy equipartitioning in a 

large finite system due to the existence of an "isolated 

electronic state" /27/. 

An interesting variant to this excimer production and 

decay process is the production of anion clusters via (i) 
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multiple collision electron scavenging (auto-scavenging) or 

via (ii) core excited resonance attachment and subsequent 

simultaneous energy and charge transfer leading to 

dissociative anionization involving the first excited states 

of rare gas atoms in clusters containing molecules exhibiting 

zero energy (cluster) resonances, e.g. the production of 

(XeSF6)- via the reaction sequence e + Xen(SF6) m --> 

Xe*Xeq(SF6) p- --> XeSF 6- /28/ or the production of (ArO3)- via 

e + Arn.(02) m --> Ar*- . Arq.(O2) m --> (ArO3)- /29/. 

Acknowleduements 

Work partially supported by the 6sterreichischer Fonds zur 
F6rderung der wissenschaftlichen Forschung / and the 
Bundesministerium fur !Wissenschaft und Forsc~ung, Wien, 
Austria. It is a ple%sure to thank all of my coworkers (see 
respective references throughout the text) for their valuable 
collaboration 'in elucidating the physics and chemistry of 
cluster ions. 

References 

i. T.D. M~rk, Int. J. Mass Spectrom. Ion Proc., 79 (1987) i; 
Z. Phys. DI2 (1989) 263 

2. A.J. Stace: In: Mass Spectrometry (M.E. Rose, Ed.) Royal 
Chemistry Specialist Report, London 9 (1987) 96 

3. T.D. M~rk, O. Echt: In: Clusters of Atoms and Molecules (H. 
Haberland, Ed.) Springer, Heidelberg (1991) in print 

4. A.W. Castleman, Int. J. Mass Spectrom. Ion Proc., (1992) in 
print 

5. T.D. M~rk, Proc. 8th SASP, Pampeago (1992) 
6. K. Stephan, A. Stamatovic, T.D. M~rk, Phys. Rev. A 28 

(1983) 3105; P. Scheier, A. Stamatovic, T.D. M~rk, J. Chem. 
Phys., 89 (1989) 295 

7. K. Norwood, J.H. Guo, C.Y. Ng. J. Chem. Phys., 90 (1989) 
2995 

8. E.E. Ferguson, C.R. Albertoni, R. Kuhn, Z.Y. Chen, R.G. 
Keesee, A.W. Castleman, J. Chem. Phys., 88 (1988) 6335 

9. C.E. Klots, J. Phys. Chem., 92 (1988) 5864; Int. J. Mass 
Spectrom. Ion Proc., i00 (1990) 457 

i0. P. Scheier, T.D. M~rk, Int. J. Mass Spectrom. Ion Proc., 
102 (1991) 19 

ii. Y. Ji, M. Foltin, C.H. Liao, T.D. M~rk, J. Chem. Phys., in 
print 

12. P.C. Engelking, J. Chem. Phys., 87 (1987) 936 
13. C. Brechignac, P. Cahuzac, J. Leygnier, J. Weiner, J. 

Chem. Phys., 90 (1989) 1492 
14. P.G. Lethbridge, A.J. Stace, J. Chem. Phys., 89 (1988) 

4062; 91 (1989) 7685 
15. S. Wei, Z. Shi, A.W. Castleman, J. Chem. Phys., 94 (1991) 

8604 
16. P. Scheier, T.D. M~rk, Phys. Rev. Lett., 59 (1987) 1813 
17. P. Scheier, T.D. M~rk, Chem. Phys. Lett., 148 (1988) 393 



92 

18. M. Foltin, G. Walder, A.W. Castleman, T.D. M~rk, J. Chem. 
Phys., 94 (1991) 810 

19. M. Foltin, G. Walder, S. Mohr, P. Scheier, A.W. Castleman, 
T.D. M~rk, Z. Phys. D20 (1991) 157 

20. This question is presently explored by classical molecular 
dynamics calculation in collaboration with Prof. U. 
Landman, Atlanta, USA 

21. M. Foltin, T.D. M~rk, Chem. Phys. Lett., 180 (1991) 317 
22. N. Schwentner, E.E. Koch and J. Jortner, Electronic 

excitations in condensed rare gases, Springer, Berlin 
(1985) 

23. R. Pedrys, D.J. Oostra, A. Haring, A.E. de Vries and J. 
Schou, Nucl. Instr. Meth. Phys. Res., B 33 (1988) 840 

24. J. W6rmer and T. M~ller: Z. Phys. D 20 (1991) 39; See 
also: E. Bodarenko, E.T. Verkhovtseva, Y.S. Doronin and 
A.M. Ratner, Chem. Phys. Lett., 182 (1991) 637 

25. A. Burose, C° Becket and A. Ding, Z. Phys. D20 (1991) 35 
26. H. Steger, J. de Vries, W. Kamke and I.V. Hertel, Z. Phys. 

D21 (1991) 85 
27. C. Lifshitz, J. Phys. Chem., 87 (1983) 2304 
28. T. Rauth, M. Foltin and T.D. M~rk, J. Phys. Chem., 

submitted (1991) 
29. M. Foltin, V. Grill and T.D. M~rk, Chem. Phys. Lett., in 

print (1991) 



Applications of the Liquid Drop Model to Metal Clusters 
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The vibrations of a cluster surface, akin to those observed in liquid 

droplets and nuclei, are best described by a normal mode expansion in 

terms of spherical harmonics. The quadrupolar surface modes are 

especially important in determining the electronic and the vibrational 

properties of metal clusters. Here, we discuss the application of the 

Liquid Drop Model in understanding the fission of multiply charged 

metallic clusters and the thermal broadening of the plasmon line width. 

Fission in metallic clusters has been studied in both the noblel,  2 

and alkali3 metals. Considering that these systems share a common 

description as free-electron metals in the bulk, it is of interest to find a 

picture which describes common aspects of their fission properties. 

Adapting the liquid drop from nuclear physics to the description of 

metallic clusters is straight-forward.4, 5 In this approach, the energy of 

the droplet is assumed to be comprised of three terms, 

ET =Eb +Es +Ec (1) 
where Eb is the bulk (volume) energy, Es is the surface energy, and Ec is 

the Coulomb energy. Eb is taken, within this approximation, to be the 

number of atoms in the cluster times the bulk cohesive energy of the 

metal. We adopt the standard parameterization of the cluster surface, 

rd = a(1 + o~0 P0(cos 0)+ et2 P2(cos 0)) (2) 

where a = ro nl/3, with ro is the atomic radius and n is the number of 
atoms in the cluster. The C~l are the deformation parameters and the Pl 

are Legendre polynomials. The term ~2 in (7) is the quadrupolar surface 

deformation parameter. It can be shown that the deformation energy 

due to the increase in surface area upon deformation is 6 

Es =eson2/3(1 + (2/5)o~ 2 - (4/105)~ 3 - (38/175)~ 4) (3) 



94 

to fourth order in c¢2. Here, eso = 4nro 2 o, where o is the surface tension 

of  the droplet. For the present purposes, curvature corrections 7 to the 

droplet surface tension are ignored and the bulk value is taken. 

The Coulomb energy can be calculated by standard electrostatics. 8 

The solution of Poisson's equation in spherical coordinates which 
converges for r ~ o+ is 

o o  

*(r, 0)= X Btr'(/+I)P~(c°sO) 
l=o (4) 

where • (r, 0) is the electrostatic potentia !. The B1 are constants to be 

chosen such that the boundary condition at r = rd, (Eq. 2) 

o o  

O(r, 0 )=Oo= X Bla ' ( l+ l ) (  1 +tXo + tx2P2(c°s 0))" (I+t)pI(c°s0) 
l=O (5) 

where O0 = constant, is satisfied. 

To fourth order in o~2, Ec for a conducting metallic droplet is given 

b y  

Ee =z2eco  n'1/3{1 - (1/5)0~2 z - (4 /105)  ~3 + (53/245) a~) (6) 
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Figure 1. The fission barrier as a function of the fissionability parameter, x. 

In the limit x -> 1, the barrier follows the familiar Bohr-wheeler formula. In 

the intermediate range, the interpolated function is shown. 
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where eco = e2/(2ro). Up to third order in t~2 this expression is the same 

as that for a uniformly charged (non-conducting) droplet. 

This gives rise to the well known critical size for a charged droplet, 

- = 2eso/eco = 12(4nr313)ole 2 
C (7) 

Based on (7) the fissionability parameter, the only parameter of the 

liquid drop model, is x = z2/n/(z2/n)c. For x = 1 the droplet is unstable 

to spontaneous fission. For x < 1, the fission barrier can be derived from 

the expressions for the total energy of the cluster as a function of 

deformation in the limits of x << 1 and (1 - x) <<1 with relative ease. In 

intermediate cases, however, the series expansion technique used to 

derive (6) does not converge very strongly. As a result, an interpolation 

scheme between the two limits is used to derive the barrier. This is 

shown in Figure 1. Here, the fission barrier Ef = esn2/3 

The function shown in Fig 1 can be used to calculate the fission 

barriers for metallic clusters. The graph for Na clusters is shown below, 

in Figure 2. The crossing point, where the fission barrier and the 

evaporation energy are equal, is found to be at n = 30, in agreement 

with the available experimental results. In more detailed measurements 

on Au clusters, the model compares quantitatively to measurements of 

the fission rate relative to the neutral evaporation rate, Ff/Fe. 
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Figure 2. The fission barrier and evaporation energies for doubly charged 

Na clusters near the size of n = 30. The crossing point predicted by the model 

agrees with the experimentally observed crossing point to good accuracy. 
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The liquid drop model can also be applied to understand the 

broadening of the surface plasmon linewidth of metal clusters. The 

vibrational motion of the cluster surface increases the linewidth of 

absorption due to its sensitivity to the cluster shape. By taking an 

ensemble average of the instantaneous shapes of the clusters, weighted 

by a Bolzman factor, one can derive an elementary theory of the line 

shape for the clusters. The model predicts a significant broadening of 

the plasmon, but almost no shift in its position with increasing 

temperature The results of the calculation are shown in Figure 3. 

Experimental points are derived from measurements of the plasmon 
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Figure 3. The plasmon position (a) and linewidth (b) as a function of 

temperature. Theoretical curves from other authors are shown for 

comparison. Experimental points are shown with errors in the estimate of 

the temperature. 
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l inewidth9,10 and the determination of the cluster temperature within 

the context of the evaporative ensemble. 11 Agreement between the 

model (LDM) and the experimental data are reasonable. In particular, 
this provides supportive evidence 

that to a large degree the width of the plasmon is determined by the 
quadrupolar surface fluctuations. Other important effects include the 
electron-phonon interactions, which lead to the thermal decay of the 
plasmon and limit it's lifetime. The experimental data are also compared 
to the model of Bertsch and Tomanek (BT). 12 The temperature 

dependence predicted by Yannouleas et  at. 13 is similar to that predicted 
by the LDM. 

In conclusion, the liquid drop model provides a reasonable 

description of the vibrational properties of small metallic clusters. It is 
quite a striking result that a model rooted in a macroscopic picture and 
based on macroscopic parameters can describe a system of only a few 
atoms with reasonable accuracy. We expect further refinements of the 
model to yield greater insight into the properties of metallic clusters. 
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The Dynamical Model of the Atomic Cluster Fragmentation 

V.A. Rubchenya 

V.G. Khlopin Radium Institute, Sankt-Petersburg, USSR 

i. Introduction 

The investigation of the stability of atomic clusters and 

different channels of their dissociation is of great interest 

both from the point of view of cluster production and detection 

and from point of view of studying their structure. It is well 
known that multicharged atomic clusters X~ + are observed as a 

rule only above the threshold size Ncr [I-4]. It was named 
"Coulomb's explosion" when coulomb repulsion between positive 

holes makes the cluster unstable as to fragmentation [5]. The 

energetic criterion is used for the stability criterion, that 
is the multicharged cluster is unstable when the decay on 

fragments is exothermic process [6,7]. However the metal 

clusters with N < Ncr have also been observed. The 
fragmentation of clusters from the ground and excited states is 

determined not only by the energy release but also by energy 

potential barrier. The exact calculation of Born-Oppenheimer's 
Be32+ [8] have shown the existence of the energy surface for 

considerable barrier which hinders the decay from the ground 
state. In heated clusters the channels of fragmentation and 

evaporation of monomers will compete therefore the observed 

yields of clusters can depend upon the methods of production 

and registration. In paper [9] the calculations of potential 
barrier for the very asymmetric fragmentation and evaporation 

energy of monomer for Na~ + are performed and equality ~ of the 

barrier height and evaporation energy is used as the stability 

criterion, 
There are strong simi!arities between the properties of 

atomic clusters and atomic nuclei in spite of a distinction of 
kind in the forces binding .these .different systems. The 
structure of the electron states of alkali clusters has much in 
common with the structure of the quasiparticle states of 
nuclei. [I0]. The vibration modes [ii], similar to the liquid 
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drop oscillations of the atomic nuclei can exist in atomic 

clusters The atomic cluster fragmentation regularities are 

also similar to the nuclear fission basic characteristics which 

are determined by the properties of the charged liquid droplet 

[1,4]. It is possible to proceed these analogies and try to 

apply ideas and methods used to describe the atomic nuclei 

fission for the analysis of the atomic cluster stability and 

the fragmentation process. 

In this report the dynamical model of the heated atomic 

cluster fragmentation is proposed to investigate the 

competition between the fission and evaporation of monomers and 

to estimate the lifetimes of heated atomic clusters. 

2. Model 

Let us investigate the decay of the excited atomic clusters. 

As the possible channels of the decay we'll take into 

consideration the symmetric and asymmetric fission and the 

evaporation of monomers. The fission is a large-scale 

collective motion process therefore we divide cluster degrees 

of freedom in collective and internal variables. The 

interaction of the collective variables with internal degrees 

of freedom can be taken into account by the inclusion of the 

friction forces into the equations of motion upon collective 

variables. The conception of dissipation when considering the 

decay of the excited system comfortably to the fission of 

atomic nuclei was first introduced by Kramers [12] as early as 

1940 , but until recently it has not found experimental 

confirmation. In recent years the experimental results were 

obtained in the fusion-fission reactions showing the important 

role of dissipation and fluctuations during the decay process 
of hot compound nuclei [13]. 

One has to specify collective variables describing the 

process of two-body fragmentation, which provide description of 

a continuous sequence of shapes interpolating between one 

sphere or spheroid and two spheres or coaxial spheroids at 

distance. This variables will be taken as classical, 
generalized coordinates obeying to the stochastic equations of 
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motion of Langevin type. 

Qi = C B-ICQ)]ik Pk ' 

Pi = FiCQ) - ~- a B-~ PiPk ~Ui C CQ])Ik 

- ~?ilCQ) CB TM CQ)31kP k + RiCt], 

C13 

where Q, P are the collective variables and corresponding 

momenta, Bik is the inertial tensor, ~ is conservative force, 

Di k is the friction tensor, ~ is the random force. We will 
assume that non-collective degrees of freedom constitute a 

thermal bath characterized at each time by a temperature 

T. During the process of the collective motion the neutral or 

charged monomers can be emitted. The emission width of 

particles having spin s, the orbital momentum 1 and kinetic 

energy in the range of 6, c + &~ is written as 

2s+l Id=I+l c+&E 
= ~'I ; TiC~) PdCE-He-~] dc , C23 FCE,N,Z,I,I] ~ P Id= -ii c 

where p and Pd are the level densities of the decaying and 

daughter clusters, I is the spin of cluster, T 1 is the 

transmission coefficients, H e is the binding energy of monomer. 

It is assumed that the evaporation of particles take place 

without changing of collective coordinates and the parameters 

in equations (13 are redefined after particle emission. 

The transmission coefficients T 1 can be calculated using the 
approximation of parabolic barrier 

~-V 1 %% < 3 ) T 1 <c) = (i + exp [ - ~ jj-i 

where V I is the barrier height, h~bis the frequency of the 
reversed oscillator potential approximating the potential 

barrier. I/2 

hub = 2~-- A C N-l) dr m 

where A is the atomic weight of a monomer. 
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Unlike the case of the atomic nuclei at present we have no 

experimental data available on the level densities of atomic 

clusters. So we shall use the model description applied in 

nuclear physics [14]. 

P = Pez k v i b r '  ( 5 ) 

here Pel is  the leve l  dens i t y  of e lec t ron  subsystem, kvtbr  is  
the v i b r a t i o n  enhancement c o e f f i c i e n t .  In the case of metal 
c lus te rs  having de loca l i zed  e lec t rons fo r  the e lec t ron  leve l  
dens i t y  we sha l l  use Fermi-gas formula 

i exp(~q~ex ) , Pel(Eex) = ~ex C 6 )  

where Eex is the excitation energy, a is the level density 

parameter determined by the density of the single-particle 

states near the Fermi level 

}y2 
a = - 8 - - g  ( ~ F ) .  ( 7 ) 

For alkali metal clusters the level density parameter is 

approximately equal to 

a = 0.1759 rs 2 NS/3CN-Z) 1/3 ,eV -1, C 8 )  

where r s is the radius parameter determined the radius of 

spherical cluster in the jellium model R = rsN1/3 The 

vibration enhancement coefficient is equal to the statistical 

sum for the phonon excitations. 

kv ib :  = H ( l - e x p ( - ~ k / T ) )  -gk , ( g ) 
k 

where o~ and gk are the phonon frequencies and statistical 

weights. The expression (8) is valid for the gas of 

non-interacting fermions. If the pairing interaction takes 

place in the metal clusters [15] then it can be taken into 

account in the first approximation by introduction of the 

effective excitation energy Ueff= U - Econd, where Econd is the 
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energy of t rans i t i on  of electron subsystem from the 
superconducting state into normal one. 

The system of stochast ic equations ( i ) can be solved by two 
methods. I t  can be transformed into d i f f e r e n t i a l  equation of 
Fokker-Planck type for the p robab i l i t y  d i s t r i bu t i on  funct ion or 
th is  system can be solved by Monte-Carlo method. In numerical 
ca lcu lat ions we shal l  use second method, In th is  case the value 
of random force is generated at every time step At and the 
pa r t i c l e  emission p robab i l i t y  with decay constant k = F/ h is 
also calculated. I f  a pa r t i c l e  escapes then the parameters of 
equations are redefined. The h is tory  can come to end in two 
cases. F i r s t ,  when the exc i ta t ion  energy of a c luster  becomes 
less than the binding energy of a monomer and/or less then the 
f i ss ion  barr ier .  Secondly, when the values of co l l ec t i ve  
variables Qi are equal or greater to the values ( Qi )sc 
determined the posi t ion of f i ss ion  barr ier  or scission 
conf igurat ion, The scission conf igurat ion is close to the 
conf igurat ion of two touching spherical or coaxial spheroidal 
fragments. 
3. The resul ts  of ca lcu lat ions 

Here we shall give results of the model calculations for 

sodium clusters in one-dimensional approximation for the 

collective motion. In one-dimensional case at constant 

transport coefficient the system (13 turns into equations 

=B-I p , (io) 
p: au_ 

- ~U- ~ P + R CO,t] , 

where ~ = B-I~ is the reduced friction coefficient. It is 

usually assume that the random force averaged over small ,time 

interval At t+At 
R ( At ) = ; R ( t ) dt , ( ii ) 

t 

has normal distribution with parameters: 

< R( At ) > : 0 , < R2( At ) > = 2 B ~ T At . ( 12 ) 
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Here time interval At must be considerably less than the 

characteristic time of collective motion At << Tcoll. 
In calculations given below we shall suppose that the 

inertial parameter is equal to reduced mass of fragments Nfand 

N-Nf. 

B = Br ( ~ ) 2  ( 1 3 )  
Q=Qsc ' 

B r = ~3g. 25 A Nf (N - Nf) N -I h~/eV'~ 2 , ( 14 ) 

where B r is the reduced mass for relative motion of fragments. 

The coefficient of transition from B r to B in (13) is 

determined by the applied parameterization of the cluster 

shape. The free energy is written in liquid-drop model 

approximation. 

U (Q,T) = Esurf(O) (i + ~ T 2) (Bsurf(Q) - 1 ) + 

+ Ecoul(O) (i + y T 2) (Bcoul(Q) - 1 ) , 
C 15 ) 

where Bsurf and Bcoul are the dimensionless function of 
collective variables. Temperature dependence is included in the 

form which is used for hot nuclei. The surface energy of 

spherical cluster is expressed in the form 

Esurf(O) = 7.843.10 -4 r~ N 2/3 ~ , eV, C 1 6 )  

where r s is expressed in and surface tension coefficient G 

is expressed in dyn/cm. The Coulomb energy is calculated in the 
jellium model for uniformly charged sphere. 

Ecoul(O) = 8.64 Z2/rs NI/3 , eV . ( 17 ) 

The shapes of axial-symmetric cluster are described in the 
parameterization proposed by Pashkevich [18] where the Cassini 

ovaloids in a lemnisoate coordinate system are used. 

In the theory of fission the fissility parameter Z2/ N is 

widely used and its critical value in liquid-drop model is 
equal to 
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C Z2/ N Dcr = 1'8158"10-4 r~ ~ .  C 1 8 D  

The cluster temperature at each point of potential surface is 

determined by expression 

Eex(Q) = (3N-6) k B T(Q) ClgD 

Below we'll give some results of 

evaporation times and fission times. 

time is defined by formula 

calculation of monomer 

The monomer evaporation 

n 

Tev = ~=,E h/  F.~, (20) 

where n is the average multiplicity of evaporated monomers. It 

was assumed that the cluster spin is equal zero and only one 

partial wave with i=0 is taken into account. In these 

calculation three phonons with energies heE=50meV,he3=75meV and 

he4=lOOmeV was used. Another parameters was chosen as follows 

rs=2. g , V 0 = 0.1eV and h~b=O. OleV. The calculated evaporation 

times and average kinetic energies of neutral monomers emitted 

from neutral Na N clusters at excitation energy Eex=beV is shown 

in Table i for two values of binding energy. 

Table I. Evaporation times of Na N clusters at Ex=geV. 

H e = 1 eV H e = 1.6 eV 

N Tev, lo-lOs ~, eV rev, lo-lOs ~, eV 

20 0.15 0.166 2,@g 0,196 
40 0,27 0.151 2.51 0,105 
60 0.38 0,136 @,lB o, og6 
80 0.66 0,120 1,62 o. og6 

100 0,88 0.107 1,78 o, og2 

The evaporation time very strongly depends on the level density 

of heated clusters therefore the investigation of monomer 

evaporation is needed to obtain the equation of state of atomic 

clusters. 
The situation with fission mode of decay of heated clusters 

more complex. The fission rate depends on inertial parameter, 

friction coefficient and conservative force. At the small 
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cluster charge the well defined saddle point on the potential 

surface exists only for smallcluster size N ~ Nor. From eq. 

(183 one can obtain the estimation of surface tension 

coefficient. For Z=2 and Nor=27 [3] we obtain g ~ 40 dyn/cm. At 

such small value of the surface tension coefficient the fission 

probability of heated clusters is very high. In Table 2 is 

presented the fission times for different cluster sizes and 
charges. The values of ~=i0 I0 s -I, He= 1.8 eV [5] and ~ = ii0 

dyn/om are used. 

Table 2. The fission times of Na~ + clusters at excitation 

energy Eex=SeV and He=l.6eV. 

Fission Times [i0 -I0 s] 

N Z=O Z=2 

20 0.76 0.98 
40 1.67 2.15 
80 3.00 3.45 
80 5.11 5.72 

4. Conclusions  

Thus the dynamic model of decay of heated atomic cluster is 

formulated. The evaporation width of monomers is calculated in 

the framework of statistical theory of atomic nuclei. The level 

density of heated metal atomic cluster is calculated at 

assumption that there are the electron and phonon modes of 

excitation. The collective motion of fission mode is considered 

as stochastic process which is described by Langevin type 

equation. The model includes some phenomenological parameters 

which can be obtained from experimental data The calculation of 

evaporation and fission times are performed for Na heated 

clusters. It was obtained that these time intervals for Na N 
at N < i00 are order of lo-lOs. 

References 
i. D. Kreisle eL al,Phys. Rev. Lett.,56(igso)1551. 
2. C. Brechignac et al,Phys. Rev. Lett.,63(1989)1388. 
3. C. Brechignac et al,Phys. Rev. Lett.,84(iQgO)2893 



106 

4, W. 
5. D. 
6. M. 
7. B. 
. N. 

F. 
lb, c. 
11.G, 
12. H. 
13. P. 
14. A. 
!5. F. lachello,E. Lipparin±,A. Ventura,Preprint 
(Trento)-Italy. 
16. V.V. Paschkevich,Nucl. Phzs. A,169(1971)275. 

A. Saunders,Phts. Rev. Lett.,64(i990)3046. 
Tomanec et al,Phys. Rev. B,28(igS3)685. 
P. Iniguez e t  al,Phys. Rev. B,28(lg88)2158. 
K. Rao et al,Phys. Rev. Lett. ,58(1987)l188. 
Khanna,F. Reuse,7. Buttet,Phys. Rev. Lett.,61(1988)S35. 
Garcias et al,Phys. Rev. B,43(19gl)945g. 
Yannouleas et al,Phys. Rev. Lett.,63(igSg)266. 
F. Bertsch,D. Tomanec,Phys. Rev. B,40(Ig8g)2749. 
A. Kramers,Physica,Z(ig$O)~84. 
Grange,S. Hassani,H.A. Weidenmuller,Phys. Rev. C,34(ig86)2063. 
Bohr,B.R. Mottelson,Nuclear Structure,v . l , lg74.  

U.T.F. 233,1gQl,Povo 



Fission of Metallic Clusters 

I. Katakuse I and H. Ito 2 

IDepartment of Earth and Space Science, Faculty of Science, 

Osaka University, Toyonaka, Osaka 560, Japan 

2Institute of Physics, College of General Education, 

Osaka University, Osaka, 560, Japan 

The stability of metallic clusters can be understood in 

terms of a shell model or jellium model. The shell model was 

proporsed to explain the stability of nucleil). Therefore, we 

can expect that there are many similar characteristics between 

clusters and nuclei. The dissociation of a doubly charged 

cluster to two singly charged clusters can be compared to the 

fission of nuclei. Such fission-like dissociations have been 

observed in sodium2), gold 3) and silver 4) clusters. 

Alkali metal and noble metal clusters are typical metallic 

clusters. They are metallic clusters even in small size. 

However, clusters composed of some kinds of metals are 

nonmetallic when they are in small size. The transition from 

Van der Waals to metallic clusters was observed in mercury 

clusters 5). Small size clusters of mercury are Van der 

Waals-like clusters. As cluster size increases, they become 

metallic clusters. A similar transition is expect in Mn 

clusters. The size distribution of Mn clusters is quite 

similar to those of rare gas clusters 6). As Mn bulk is metal, 

the transition will occur at a certain size of clusters. 

We expect that the bond types (metallic, covalent, Van der 

Waals, or others) in clusters are presumed from the patterns 

of fission-like dissociation. We have investigated 

dissociation patterns of doubly charged Pb and Ta clusters. 

From the patterns, the Pb clusters are supposed to be 

nonmetallic when they are in small size. In the case of Ta 

clusters, the transition from a nonmetallic to metallic bond 

is supposed to occur around cluster size of 10. 
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Experimental 

Clusters were produced by the bombardment of Xe + ions on 

the metal sheet. The Xe primary ions were obtained from a 

compact discharge type ion gun 7). The ion energy was about 

7keV and the current 7~A. Spot size was about Imm in diameter 

at the sample tip. The acceleration potential of secondary 

ions was 5kV(=V 0) under normal conditions. Normal mass 

spectra were obtained using a double focucing mass 

spectrometer of a normal geometry by scanning the magnetic 

field. The strength of the electric analyzer was set to pass 

the ions having the kinetic energy of eV 0. 

Now we consider dissociation of a doubly charged cluster, 

n ++, to two singly charged clusters, d + and (n-d) +, which 

decomposes between the main slit and the entrance of the 

electric analyzer. We adopt here the notation n + and n ++ for 

(M)n + and (M)n++ for the simplicity. 

n++ + d + + (n-d) + 

The kinetic energy of the d + is (d/n)~2eV0, where V 0 is 

acceleration voltage. Usually the daughter ions cannot pass 

the electric analyzer, because the kinetic energy is not equal 

to eV 0. If the kinetic energy of daughter ions is equal to 

eV 0 by changing the acceleration voltage V=(n/2d)~eV0, they 

can pass the electric analyzer. By scanning the acceleration 
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Fig.1 Dissociation spectrum shown schematically. When the Vac 

is lower than 5kV, only fission fragments are detected. 
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voltage and by setting the magnetic field to pass a certain 

size of clusters, daughter ions decomposed from parent 

clusters with different sizes are detected successively. Such 

a dissociation spectra is shown schematically in Fig.1. In 

this case, the size of observed clusters is 3. If the 

acceleration voltage is lower than 5kV, fission fragments can 

be detected without the interference of strong ions decomposed 

from singly charged parent ions. Usualy, ions decomposed from 

singly charged clusters is overwhelmingly strong than the 

fission fragments. With the same manner, similar spectra of 

the m + are obtained by changing the magnetic field, where the 

m + can pass the magnet. In order to show the dissociation 

probability of the n ++ (n=constant) to the d + more clearly, 

the dissociation spectra are rearranged according to the n ++. 

Results and Discussion 

Figure 2 is dissociation spectra of the 6 ++ and 11 ++ of 

lead clusters. The distinguished difference from those of 

silver clusters is the high probability of the asymmetric 

fission, that is, an atomic ion evaporation. The dissociation 

probability of silver clusters as a function of the daughter 

size shows rather flat structure. This may come from the small 

variation of the AEI(d) as a function of daughter size, which 
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Parent 11 ~ 

Fig.2 Dissociation probabilities of the 6 ++ and 11 ++ of lead 

clusters. The dominant channel is the evaporation of an 

atomic ion. 
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is the energy difference between the initial and final states 

of the fission of silver clusters. The calculated AEI(d ) of a 

liquid drop model by Makamura 8) is almost independent on the 

size of fragment clusters• The shell effect correction is 

rather large compared with the size effect• As the clusters 

produced by the ion sputtering method is highly excited, it is 

supposed that the barrier of the intermediate state of the 

fission is not so important• 

The high probability of the evaporation of an atomic ion 

means that the bond is not metallic. It is presumably a 

covalent-like bond. The energy necessary to cut the covalent 

bonds is proportional to the number of bonds. The number of 

bonds to be cut increases as the cluster size to separate 

becomes larger and the separation energy becomes maximum at 

the symmetric fission• Therefore, it is difficult to occur 

symmetric fission. Figure 3 shows a normal mass spectrum of 

negatively charged lead clusters 9). A similar spectrum of 

positive clusters was obtained. In both spectra, the 

irregularity of the ion intensity disappears around the 

30-mers. The transition may occur in these size. 

The dissociation spectra of the 6 ++ , 10 ++ and 15 ++ are 

shown in Fig. 4. As seen in the figure, the main dissociation 

channel of the 6 ++ is the evaporation of an atomic ion. The 

symmetric and asymmetric fissions are competing in the 

reaction of the 10 ++ . The symmetric fission become dominant at 

the 15 ++ . The transition of the bond may occur at around the 

(Phi:, 

1 0 "1-+ • ~ 

Clusier size (n) 

Fig. 3 Normal spectrum of negatively charged lead clusters. 
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In conclusion, the dissociation spectra of doubly charged 

Pb and Ta clusters were obtained. The bond of Pb clusters is 

covalent-like. The transition from the covalent-like to 

metallic bond is observed around in 10-mers of Ta clusters. 
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Abstract  

We have studied the competition between fission and evaporation 
as fragmentation channels of excited doubly charged Sodium dusters. 
We have used an Extended Thomas-Fermi method and the jeUium 
model. A preliminary account of the influence of shell effects is also 
given. 

1 Introduction 
Since the experimentM discovery [1] that the electrostatic repulsion in 

isolated doubly (or multiply) charged clusters X~v + may lead them to fragment 
into smaller agregates 

+ (1) 

the question of what is the critical size Arc below which multiply charged 
clusters can not be observed has attracted a considerable interest. The fission 
process of simple metal clusters has been substantially clarified by a series of 
experiments studying the dissociation of excited doubly charged alkaline [2, 3] 
and noble metal clusters [4, 5]. The experiments have shown the competition 
between fission and monomer evaporation. Atom evaporation is dominant for 
large clusters, but asymmetric fission becomes competitive as N decreases, 
X~ + being undetectable in the mass spectra below the critical size Arc. The 
competition is qualitatively ilustrated in fig. 1. If N is large the cluster 
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preferentially evaporates an atom because its binding energy AH~ is smaller 
than the fission barrier F,~. 

N<Nc J N>Nc 

÷ . o  

No 2+ +No K,-1 

No z+ 
N 

" •  ~ H e  

Na + + N a + ~  

! 
AH  

Na + +Na + 

Figure 1: Schematic representation of the competition between fission and 
evaporation. AH~ and AH! are the heats of evaporation and fission respec- 
tively. F,~ is the maximum of the fission barrier and Bm the maximum of the 
opposite (capture) barrier. 

On the other hand, Fm is lower than AH~ below Nc and the excited 
cluster preferently undergoes fission. In fact, Nc is defined [2] as the size 
for which F,~ and AH~ become equal. The latest experiments [3, 5] also 
indicate that, at least for K and Ag, the most probable fission channels are 
influenced by shell closing effects (K +, Ag + and Ag + emissions are found to 
be dominant channels). In summary, the two key ingredients for a theory 
aiming at explaining the critical size Arc must be : (i) consideration of fission 
barriers, and (ii) introduction of electronic shell effects. 

2 Dens i ty  Functional Theory for Cluster Fis- 
sion 

With reference to fig. 1 we can express the fission barrier height Fm as 
the sum 

F,~ = B m  + AH/ (2) 
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where Bm is the maximun of the barrier B(d) for the opposite (capture) 
process in which X + and X+_.  react to give X~v +, and AHj is the heat of 
fission 

AHI = E(X+_,,) + E ( X  +) - E(X~v+). (3) 

In a previous paper [6] we have used the density functional formalism and 
the jellium model to calculate AH I and Bin. The computation of A H  I is 
easy if we treat the parent and product clusters (at infinite separation) by the 
spherical jellium model. The same occurs in the evaluation of the evaporation 
energy of the monomer 

AH~ = E(X~+I) + E(X)  - Z(X~v+). (4) 

An Extended Thomas-Fermi (ETF) energy functional was used in these cal- 
culations. The exchange and correlation energies were treated within the 
local density approximation, and the kinetic energy of the electron gas was 
written as (using Hartree atomic units): 

where the first term is the Thomas-Fermi term and the second is the first gra- 
dient correction. The value A = 1, originally introduced by Von Weizs/~cker, 
was used in ref [6]. 

In contrast, the computation of the barrier B(d) requires the evaluation of 
the electron density, and the corresponding energy, for the deformed cluster 
undergoing fission. For this we have used a deformed, fully self-consistent, 
ETF model. The initial configuration of the fissioning system is a deformed 
cluster composed of N - 2 electrons moving in the mean field created by 
two tangent jellium spheres corresponding to cluster sizes N - n and n re- 
spectively. The other cluster configurations along the dissociation path have 
been obtained by increasing the separation d between the two jellium spheres 
representing the emerging fragments. 

Using this method we have studied [6] the fission of Na~N + through the most 
asymmetric channel: n = 1 in eq. (1). A comparison of the calculated fission 
barriers with the energy of monomer evaporation (eq. (4)) gives a critical size 
Arc = 40, which is not far from the experimental value N:=P(Na) = 27 [2]. 

3 F u r t h e r  R e s u l t s  

A key ingredient in the calculation of fission barriers is the value of A in 
eq. (5). From an empirical point of view, a value A = 0.5 has been found 
to be appropriate for describing other properties of simple metal clusters [7]. 
Our first task is then to investigate the sensitivity of the fission barrier and Arc 
to the value of A. The results are given in fig. 2. F,~ is lower for A = 0.5. The 



heat of evaporation also decreases for X = 0.5, and the two curves intersect 
each other at the critical value N, = 36, which reduces a little the discrepancy 
with experiment. The remaining discrepancy can be attributed to the fact 
that the most favourable fission reaction is often not the Nu+ channel. 

Figure 2: Fission barrier height for the most asymmetric channel (F,) and 
heat of monomer evaporation (AH,) versus parent cluster size N. 

Concerning the fission of I{$+ and (I(N-1Na)2+ clusters, the experimental 
situation is rather clear [3]: is the preferred fission channel. The same 
occurs for ~g$+,  with the addition of the Ag: channel. Notice that those 
two fission channels involve a closed-shell fragment, with 2 and 8 electrons 
respectively. This is a shell-effect that can not be accounted for by the ETF 
theory, which predicts the most asymmetric ( X + )  channel to the most prob- 
able one. A more correct description of cluster fission should be based on the 
wave-mechanical Kohn-Sham (KS) version of density functional theory. We 
take here an intermediate step in this direction, which consists in using the 
KS method to evaluate the heats AHf and AH, (we stress that the calcula- 
tion of these two magnitudes only involves spherical clusters) but we still use 
the ETF method to evaluate B(d), as before (again the ETF calculation is 
performed with X = 0.5). 

We have calculated the fission barriers for the two asymmetric channels 
Nu+ and Nu:. Which of the two channels has the lowest fission barrier de- 
pends on the parent size. Our results are plotted in fig. 3. The barrier for 
the trimer ion channel strongly oscillates with the parent size. The oscillation 
is due to shell effects included in AHj and the large magnitude of the oscil- 
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lation is due to the spherical jellium description of the parent and products 
(at infinite separation). A similar overestimation of the oscillation with size 
is well documented in the literature for other properties of spherical-jellium 
clusters. 
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Figure 3: Fission barrier height as function of parent size for the mixed ETF- 
KS theory. (a) Na + channel. (b) g a  + channel. 

To compare these predictions with experimental data, we are only aware 
of the results of Brdchignac and coworkers [2]. In contrast to the case of K~r + 
or Ag~ +, the experimental situation concerning the fission behaviour of Na~ + 
dusters  (data exist only in the range N = 24 - 28) is more complicated. 
The channels Na +, Na +, Na + and Na + have been detected. In short, if we 
restrict ourselves to the competition between the Na + and Na + channels the 
experiments show that the trimer ion channel is more favorable for N = 24 
and N = 27, whereas the Na + channel is more favorable for N = 28. Thus, 
there is a non trivial competition between the two channels. A transition from 
the tr imer to the monomer channel occurs in the calculations at N = 32; in 
the experiments this transition apparently occurs at N = 28. Evidently, con- 
sideration of other channels (Na +, Na +) is necessary for a better theoretical 
description. 

Finally we turn again to the competition between fission and evaporation. 
To be consistent within our theory we have considered the evaporation chan- 
nel with the lowest evaporation energy. The KS spherical jellium model gives 
Na2 as the preferred evaporation channel for all Na~ + (this is due to the 
overestimation of the internal bonding in the dimer which can be corrected 
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by introducting the discreteness of the ions (as opposed to the continuous 
character of the positive charge distribution of the jellium model) [8]. The 
critical number that we obtain for this mixed ETF-KS theory is Nc = 36, the 
same value obtained in the pure ETF theory (with ~ = 0.5). 

In summary, we have presented a theory for the fission of doubly charged 
clusters of simple metals which includes the effect of the fission barrier and 
a preliminary account of the influence of electronic shell effects. The theory 
gives a reasonable agreement with experiment for the critical size for the ob- 
servability of doubly charged clusters. Improvements of the present theory 
should go in two directions. Concerning the electronic aspect, one should 
calculate the fission barriers with a full Kohn-Sham theory. Concerning the 
geometrical description of the system, the spherical jellium model should be 
trascended. These geometrical improvements can go from an ellipsoidal de- 
scription of parent and separated fragments to a general treatment of the 
deformation in the fissioning cluster, and finally to a full geometrical descrip- 
tion of the granularity of the system based on ionic pseudopotentiMs. 
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This contribution will discuss a dynamical model [1,2] for projectile break- 

up in heavy ion reactions in the Fermi energy domain. In the spirit of the 

seminar, I will mainly discuss the concepts of the model rather then its ac- 

tually quite satisfactory confrontation with the experimental observations. 

However, at variance to the title of the seminar, I will discuss "cluster" con- 

cepts as used in the context of nuclear, not yet of atomic cluster physics. 

We studied the collision of a bound cluster of alpha particles with a heavy 

target and investigated the various possible exit channels like total fusion, 

incomplete fusion, projectile break up and combinations of the latter two. 

Motivation: The task was a description of heavy ion collisions at bom- 

barding energies where collisions on the one hand no longer are binary in 

character, on the other hand are still too gentle to forget mean field effects 

altogether. More specifically, as there is a large body of experimental data on 

angular and energy distributions for specific ejectiles, in particular projectile 

like fragments as well as on correlations and coincidences between various 

ejectiles, a reasonable parametrization of such data was asked for. So we had 

to design a many body dynamical model which allows the prediction of highly 

differential cross sections for specific ejectiles. 

In the literature, one finds several attempts to study the time evolution 

of the nuclear many body system quantummechanically [3,4,5]. Combining 

mean field dynamics with a proper collision term, they allow for valuable 

insight into the collision dynamics. But, as they evaluate the nucleon single 

particle density, the formation of well defined nuclei after the collision and 

the evaluation of corresponding cross sections cannot be covered within these 

schemes. 
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We, therefore, have to retreat to classical many body dynamics where nil 

the many body correlations are incorporated automatically. Quantum correc- 

tions might then be introduced in some way or the other. The conceptually 

most advanced ansatz is probably the "Quantum Molecular Dynamics" [6,7]. 

Here quantum effects are incorporated by dressing every nucleon with a Gaus- 

sian in phase space allowing for some control of quantum uncertainty as well 

as of Pauli blocking. However, even accepting that this allows for a satisfac- 

tory description of the nuclear many body problem, the evaluation of highly 

differential cross sections is well beyond todays computational possibilities. 

Specific exit channels demand a very detailed scanning of the initial phase 

space, for a system of typically 200 constituents a prohibitive task. 

This was the reason to try a drastic reduction in the numbers of degrees of 

freedom, or constituents, to study explicitly: For the projectile we consider 

only a - particle constituents and for the target, we disregard any explicit 

internal structure altogether. Obviously, this restricts the applicability of 

the model to sufficiently asymmetric collisions of light projetiles like 2°Ne or 

32S with a heavy target like 19rAu, and the study of not too slow ejctiles in 

the forward hemisphere. Still it seems the first dynamical model allowing the 

discussion of fusion, differential and coincidence cross sections on a consistent 

footing. 

Frict ion:  Excitation of any degree of freedom not followed explicitly, in 

particular energy and angular momentum transfer to the target, is simulated 

by friction forces between the a - particles and the target. The concept of 

friction was very succesfully introduced to describe binary heavy ion collisions 

at low bombarding energies, in particular to parametrize the phenomenon of 

deep inelastic scattering [8,9]. It is interesting to note that this concept works 

also in the present context of higher bombarding energies and a much more 

detailed model. 

In i t ia l izat ion:  The first step in performing a classical molecular dy- 

namics calculation is the preparation of a proper initial phase space distri- 

bution: To model a projectile cluster of N nuclear physics a - particles in 

its ground state, we fill the N - particle phase space under the constraints of 
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given binding energy E,  total momentum P a n d  center of mass position R.  

This is equivalent (assuming R = P = 0 for the sake of convenience) to an 

integration 

N N N 2 

/ drl..dpN~(Z ri) (~(~Pi)~(E - ~ ~mPl _ V(rl,..,rN))I(rl, ",PN) 
1 1 

over proper functions f. 

After eliminating PN by means of the momentum conserving ~ function, 

the argument of the energy conserving 8 function is a quadratic form of the 

remaining momenta  and can be transformed onto normalized principle axis. 

The  remaining integral over momenta,  

N - 1  

/ dp'l...dp~_i2mS(2ra(S- V ) -  ~_, p~2)..., 
1 

runs over the surface of a 3(N - 1) dimensional hypersphere, and can be 

Monte Carlo integrated by sampling (3 N - 4)-tupels of Gaussian distributed 

random numbers [10]. 

We stay with a weighted integral over r-space, 

N 

f dri...drN ~(~'~ ri)[2m(Eb,nd -- V(r,,...,rN))] 3~-5 ..., 
1 

which very efficiently can be evaluated using Metropolis importance sampling 

[11]. 

This microcanonical procedure leads to gives a projectile cluster which, 

provided enough statistics, is perfectly stable in time, when evolving under 

its own internal dynamics. We find that  over a t ime interval several times 

larger than a typical collision time, the chance to loose a constituent into 

the continuum, is negligible. Note that  we do not construct the cluster in its 

classical ground state, but with prescribed realistic binding energy, allowing 

for a finite internal kinetic energy in similarity to the quantum mechanical 

ground state. Note also that  the form of the a - a potential,  cf. fig. 1, 

automatically prohibits spacial overlap of two a -s in a bound cluster. 

Table 1 shows the rms radius and the separation energies of such a 5 - a 

cluster with the binding energy of 2°Ne in rather surprising agreement with 
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the experimental values. 
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M o d e l  Exp .  
R~m, : 3.04 2.99 fm 
E,~½p : 5.51 4.73 MeV 
E~p : 6.20 7.16 MeV 
E,~p : 4.77 7.27 MeV 
E,4~p : 2.69 -0.09 MeV 

T a b l e  1: ttMS radius and separation 
energies Esep for the least bound, sec- 
ond least bound etc. a - particle of 
2°Ne. (The differences in EsZg 4 reflect 
the fact that the classical model allows 
for a bound two-a -cluster.) 

S ta t i s t i cs :  Every point of the initial projectile phase space, together 

with an impact parameter, serves as an initial condition for solving the equa- 

tions of motion for N a - particles colliding with the target. To give an idea of 

the necessary statistics: For 400 MeV 2°Ne on X97Au the prediction of angular 

distributions of specified ejectiles demands some 104 trajectory calculations. 

At least 105 events are necessary to produce reasonably stable results for co- 

incidences of two ejectiles. This demonstrates that the severe restriction in 

the number of explicit degrees of freedom is indeed necessary. 

T h e  r a n d o m  force:  First we tried such a classical molecular dynamics 

calculation just with given conservative and friction forces. For the a - a 

potential, as displayed in figure 1, we rely on ATDHF [12], for the a - target 

interaction we use a single folding potential and a friction force as introduced 

in [8]. The result of such calculations was that the projectile was decomposed 

into its constituents with a chance definitely much higher than compatible 

with the experimental observation, as demonstrated by the left part of fig. 2. 

Analyzing this discrepancy we came to the following conclusion: The clas- 

sical a - a scattering for the potential V~ is strongly forward peaked, in fact 

much more than the experimental one, cf. fig.3. It follows that hardly any 
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m o m e n t u m  t rans fe red  to  an  a in a c lus ter  can  be  r a n d o m i z e d  be tween  the  

cons t i t uen t s ,  any  kicked a r a t h e r  has  to  leave t he  cluster .  

b 

109 

108 

107 

10 B 

105 

104 

I0 a 
10 z 

10 x 

l0 B 

10-1 

, b . , , i , , . 

o o o o El.b= 4 0 0  MeV 
o 

" ~  ~- ° ° oFXlO~ 
- e  I , t  • • 

" . .  A ~ . O x l O  4 

' -~. , ,  ~° o o ~ x l 0 z  
o 

' , A  o~ ""l! 

o o 

° Lix  .1. 

t I t 

10  2 0  3 0  4 0  5 0  

@~o~ (deg) 

< 

109 

100 

107 

l0 B 

105 

104 

103 
10z 

10 l 

10 o 

lO-J 
0 

O°°o  E:.~= 400 MeV 
o 

|mm 

oFXlO s 
A • 

°°~o " . . ~ × t 0 ~ !  
o " C x l 0 Z !  

o~ ~ • ~ x l O t  
o o • 

° ° °  o o • * B e x l  
o 

o Lix .I 

I I , I I , 

I0 20 30 40 50 

(91. b (deg) 

F i g u r e  2: Angular  distributions of  various ejectiles from 400 Mev 2°Ne on 
197Au . Symbols represent the experimental da t a  [13], histograms the calculations 
without  ( left)  and with ( r i gh t )  the random a - a force for, f rom top to bo t tom,  
160 , 12C and aBe . 

180 

120 

60 

® 0 

-60  

-120  

-180  

'o ' ' 
, ~ ' ~ '  % _  ooC~ , % %  

i °°°°; 

°\o @ 0 o 

° ° o ~  0 o O o  
"o °oO° o o % ogO o oo 
) 0  J t 

0 1 2 

,.Q 

V 

b 

lOa 

I 0 2  

10 t 

I ' i , t , 

I 

- - I  

- I  - 
- J  

100 , , , ~ , 

3 0 30  60 90  

@e.m. 

F i g u r e  3: Lef t :  Classical deflection "function" for a - a scat ter ing at Eh~b = 
3 .54MeV.  The circles represent the result for 250 trajectories with the random 
force included. R i g h t :  Differential cross section for El,~b = 64 M e V .  The  smooth  
curve represents the experimental cross section [14], the histograms the model 
results with (solid) and without  (broken) random force. 

More  specifically, if we c o m p a r e  to  a q u a n t u m m e c h a n i c a l  desc r ip t ion  of  

a - a sca t te r ing ,  the  classical  m o d e l  fails in r e p r o d u c i n g  the  wide  sp read  an-  

gu la r  d i s t r ibu t ions  for  low par t ia l  waves. To cure  this  defect ,  we i n t r o d u c e  

a r a n d o m  force caus ing  i so t ropic  elast ic  sca t te r ing .  I t  ac ts  w i t h  a g iven fre- 
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quency whenever the distance of two a - particles shrinks below a critical 

value rr~nd, cf. fig. 1. Fig. 3 demonstrates how this additional interaction 

widens the classical correlation of scattering angle 0 and angular momentum 

L for small L and improves the a - a scattering cross section at larger angles. 

Correspondingly we now obtain much more realistic cross sections for sizable 

clusters, as can be seen from figure 2, right part. 

So it seems that the dynamical model is sensitive to a distinctly quan- 

tummechanical behavior of a - particles. Work for a better understanding 

of quantum corrections to classical many body dynamics is under way, but 

still far from being conclusive. Also, it is not yet ruled out that the added 

random force rather simulates the fact that in realistic nuclei a structures are 

more or less washed out. In any case, it should be well understood that the 

introduction of the random force and in particular the specific chosen form, 

is just heuristic and waits for proper theoretical 
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Figure 4: Angular distributions of a particles (left) and charged particles with 
Z > 3 (right) in coincidence with specific fragments at 14.3 ° from 840 MeV 32S on 
19rAu. Symbols represent the experimental data [15], histograms the model results. 

Taking the model at face value it can consistently and almost quantita- 

tively reproduce a large variety of experimental findings and offers a simple 

dynamical scenario to understand these data. Representative examples for 

coincidences are shown in fig. 4. 
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1. I n t r o d u c t i o n  

Phenomena in atomic nuclei often have corresponding a~alogues in atomic 

clusters. Well known examples are shell closing effects and collective excita- 

tions of nucleons in nuclei and electrons in clusters, or the fission process of 

nuclei and clusters. Obviously, collisions between atomic clusters represent 

the atomic counterpart to nuclear heavy-ion collisions. 

Whereas the study of heavy-ion collisions (HIC) represents a domain of nu- 

clear research since more than 20 years, the investigation of atomic cluster- 

cluster collisions (CCC) is becoming just now a very attractive field of clus- 

ter studies. Recently, a first experiment on CCC has been successfully 

performed) 

Preceding theoretical studies of CCC 2,~'4'5 have shown that remarkable 

analogies between nuclear HIC and CCC of metallic clusters may exist. 

In both cases, the reaction channels can be classified according to the clas- 

sical impact parameter and impact energy. At low energy, complete fusion 

and quasielastic reactions dominate. At large energies and intermediate 

impact parameters two large, highly excited and deformed fragments are 

formed in the exit chaxmel, largely preserving the identity of projectile and 

target; this behaviour is well known as deep inelastic collisions (DIC) in 

nuclear physics. To illustrate the similar behaviour of HIC and CCC, we 

.compare in Fig. 1 the collisional dynamics of typical DIC-events in nuclear 

and cluster collisions. In the case of nuclei a sequence of the nucleonic 

density distributions (vertical direction), as obtained from time-dependent 

Hartree-Fock cMculation °, is shown for lz6Xe +200 Bi collisions (collision 

axis is horizontal) at an impact energy of 1130 MeV. It is compared with the 

collisional dynamics between two Nag-clusters at an energy of 10 eV, ob- 

tained from molecular dynamics (MD) simulations of CCC combined with 
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Fig. 1: Snapshots of the collisional dynamics between atomic nuclei, 
atomic clusters and liquid droplets 
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density functional theory (DFT) in local density approximation (LDA). 2 

In addition, we have presented in Fig. 1 the direct optical visualization of 

collisions between two propanol-2 droplets with typical radii of ,,~ #m and 

relative collision velocity of ,,~ m/s ,  obtained recently with a stroboscopic 

laser technique. T. In all three cases, the colliding aggregates stick together 

after the approach phase. Afterwards the systems rotate as a whole, form a 

neck and finMly decay into two large and deformed products; from the neck 

regions a small particle is emitted. 

The close relations in the collisionai dynamics between nuclei and droplets 

are of course not completely unexpected. Since more than 50 years it has 

been well known that, e.g., the gross features of the fission process of nu- 

clei can be well understood in the framework of the liquid drop model 

(LDM), where the delicate balance between surface (deformation) energy 
and Coulomb repulsion determines the stability of nuclei against (binary or 

ternary) fragmentation. In collisions, an additional centrifugal energy term 

has to be regarded. In fact, it has been shown recently 4 that the stabil- 

ity of nuclei and liquid droplets against centrifugal fragmentation can be 

treated with exactly the same stability condition, based on specific (simpli- 

fying) assumptions of the dissipation of collisional energy in the entrance 

and exit channel and formulated in the so-cMled rotating liquid drop model 

(IILDM). s The resulting critical angular momenta Icr, below which the fused 

aggregates remain stable, can be related to the (high-energy) fusion cross 

section crCF (or impact parameter for fusion bcF) aCE =-- ~rb2cF = zc%212cr, 

leading in the dimensionless form to a universal scaling law for fusion 

o'CF '~ 1/2 bCF ~) 
 /2 2,1 - / 2 1 2  - ,, (1) 

where ~ = lcr/l~/212, and R12 = R1 +/22 denotes the contact radius of the 

colliding aggregates with radii /21, /22; /~ is their reduced mass and v is 

the collision velocity. In Fig. 2 we compare the predicted universal scaling 

law for fusion (solid line) with available experimental data of the impact 

parameter for fusion (or fusion cross sections) for various nuclear HIC as 

well as collisions between water and propmlol-2 droplets having different 

radii/21 =/22.  The calculated critical angular momenta Icr for nuclei and 

droplets, determing fi in Fig. 2, differ by more than 20 orders of magni- 

tude! The excellent scaling of both collisional systems demonstrates in an 
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impressively quantitative form that also in fusion nuclei behave like collid- 

ing droplets. In both cases, fusion occurs as the consequence of dissipation 
of relative kinetic energy into intrinsic excitations of the constituents (i.e. 

into heat); thereby, the systems completely loose their "memory" on the 

entrance channel, and the maximum fusion cross section is determined by 

the "macroscopic" balance between surface tension and centrifugal (in the 

case of nuclei also Coulomb) repulsion, largely independent of the underly- 

ing microscopic forces between the constituents. In this spirit, it has been 

possible to develope an extended version of the model, thus calculating the 

fusion cross sections in CCC as function of cluster size, charge and impact 
energy. 5 
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Fig. 2: Universal scaling law of the dimensionless impact parameter for fu- 
sion beE~R12 vs. impact velocity v/~ (solid line) as compared to experimen- 
tal data for different nuclear HIC (points with error bars) and macroscopic 
droplet collisions (full points), from ref. 4. 

From this macroscopic point of view, one may also expect close relations 

ill other reaction mechanisms between HIC and CCC. In the work reported 

here we will demonstrate this for the deep inelastic reaction channel. It 

will become apparent that, in close analogy to nuclear DIC, deep inelastic 

CCC are characterized by dissipation and fluctuation of collective degrees of 



132 

freedom coupled to a large, but finite number of intrinsic (atomic) degrees of 

freedom. CCC represent, therefore, a fascinating tool to study dissipation 

and fluctuation phenomena in finite atomic many-body systems. 

2. The collision system and the M D - D F T  method 

We treat CCC in a fully microscopic description using the same MD-method 

combined with DFT in LDA as in ref. 2, 3 (for details see also the contri- 

bution of G. Seifert et al., this book), i.e., we explicitly follow the classical 

trajectories of each individual atom in the colliding clusters. From this 

we can define and derive the relevant macroscopic (collective) quantities: 

center-mass distance between the colliding clusters, kinetic energy and or- 

bital angular momentum of their relative motion, deformation energy and 

total intrinsic angular momenta of the clusters (see below). To avoid any 

difficulties in the definition of the collective quantities, arising from the 

transfer of atoms between projectile and target, we choose a symmetric 

and double "magic" collision system, namely Nas + Nas. In this case, the 

size-(mass-) asymmetry is frozen during the interaction due to strong shell 

effects and thus the reax:tion products of DIC are the same as in the entrance 

channel, i.e., Nas + Nas ~ Na8 + Na8. A systematic study of the evolu- 

tion of the size-asymmetry (as an important collective degree of freedom) 

in CCC will be given elsewhere. 9. The center-mass (c.m.) collision energy 

is fixed to be Ec.m. = 0.9 eV and a typical intermediate impact parameter 

for DIC of b = 10 a.u. (1 a.u. = 0.529.10 -1° m) is taken. It corresponds to 

an inital orbital angular momentum of the relative motion of Li = 1.2 kh 

( lkh = 103h). The evolution of the corresponding collective (macroscopic) 

quantities is then followed as a function of time. 

3. R e l a x a t i o n  phenomena in C C C  

Before we will discuss the reaction mechanism of deep inelastic CCC in 

detail, let us briefly summarize the basic feature of nuclear DIC: 

The most striking property of nuclear DIC consists in the strong dissipation 

of relative kinetic energy and orbital angular momentum. In a macroscopic 

picture, there are three mechanisms that contribute to the total kinetic 

energy loss /kE of the relative motion. These processes can be well un- 

derstood (and quantitatively described) assuming a velocity-proportional 

friction force which acts between the colliding nuclei, taking into account 
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the deformation of the fragments in the exit cha~mel (for a typical example 

of a classical friction model of HIC, see, e.g., ref. 10). The frictional force 

mediates the loss of radial AET and tangential AEt  kinetic energy of the 

relative motion. The radial part of the kinetic energy loss AEr  is stored 

into internal (nucleonic) heat energy. The tangential part AEt results from 

the loss of relative orbital angular momentum into (collective) rotational 

motion of the scattered nuclei. The deformation of the reaction products, 

mainly induced by the neck formation before scission (see left column in 

Fig. 1), leads to an additionM loss of energy AEd. After the collision, this 

energy will be converted into intrinsic heat due to shape relaxation of the 

excited fragments. Thus, the total amount of dissipated energy consists of 

three terms: 

A E  = AET + A E t  + AEd (2) 

Besides the energy loss, the dissipation of orbital angular momentum into 

intrinsic angular momenta of the fragments is one of the most interest- 

ing relaxation phenomenon in DIC. A velocity-proportional frictional force 

predicts a maximum amount of angular momentum transfer; it can be esti- 

mated from the condition that  the relative tangential velocity between the 

colliding partners vanishes. In this situation, the nuclei stick together, and 

from the conservation of the total angular momentum one simply obtains 

Jl+J2 
ALstlcki,g J~et + J1 + J2 Li 

(3) 

corresponding to the classical "sticking" limit of a friction force for the max- 

imum transferred angular momentum. In eq. (3), Li is the initial orbital 

angular momentum of the relative motion, Jret, J1, J2 are the moments of 

inertia of the relative motion and the individual reaction partners, respec- 

tively. For two equal spheres and rigid-body moments of inertia, eq. (3) 

reduces to ALsti~ki,~g = 2/7Li. 

The angular momentum dissipation is connected with polarization and ori- 

entation phenomena. The final angular momenta of both fragments, in- 

duced by friction, should have the same directions as the initial orbital 

angular momentum Li, i.e. perpendicular to the reaction plane. The strong 

polarization, however, is strongly decreased by the excitation of in-plane 

components of L, due to statistical fluctuations. For the same reason, the 

total amount of transferred angular momentum can considerably exceed the 
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classical sticking limit (for a discussion of angular momentum dissipation 

and related orientation phenomena in HIC see, e.g., ref. 11, 12). 

In the following, we will show, to what extent this macroscopic picture of 

the reaction mechanism of nuclear DIC applies also to atomic CCC. 

3.1 Dissipation of energy and angular momentum 

In Fig. 3, we present the calculated c.m. distance [/~ [ between the colliding 

clusters, the total kinetic energy of their relative motion #R2/2 and the 

orbital angular momentum L~ with respect to the c.m. betweeen both 

clusters as a function of time. The arrows indicate the scission point where 

the clusters leave their mutual interaction region. A typical interaction 

time is r i , ,  ~ 7 . 1 0  4 a.u. ~ 1.Tps (1 a.u. = 2 .4 .10  -17 s). As can be 

seen from the middle part, the cluster are initially slightly accelerated, a~ 

expected from the attractive conservative part of their interaction potential 

(see contribution of O. Knospe et al., this volume). However, even during 

the approach phase, they loose in a very short time about 2/3 of their 

initial bombarding energy Ei. Within the sazne time, their relative orbital 

angular momentum L~ is strongly decreased. Its final value, LI, lies in 

the vicinity of the sticking limit (dashed line) of the classical friction force 

estimated for two equal spheres. After the approach phase, both energy and 

angular momentum of the relative motion remain nearly constaat during 

the entire duration of the interaction. This behaviour is in accord with the 

expectations of a strong friction mechazlism leading to dissipation of energy 

and angular momentum. 

In Fig. 4, the partitioning of the total energy loss AE into different con- 

tributions is shown. In the upper part, we plotted for comparison again 

the behaviour of the total kinetic energy #R 2/2 (solid line) and, in addition 

its radial part #/~2/2 (dashed curve). The difference between the solid and 

the dashed curves gives, therefore, the tangential relative kinetic energy, 

i.e. roughly L2(t)/2J,.~l(t). In the middle part of Fig. 4, the total intrin- 

sic kinetic energy AEr + AE~ of the system is presented. It is defined as 

the difference between the total kinetic energy of all atoms and that of the 

relative motion of the clusters. We do not try to decide explicitly between 

AEr and AE~. To do that, a refined technique to separate rotational mo- 

tion from vibrations taldng into account the nonrigidity of the clusters is 
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required 13 which, at present, is beyond the scope of our studies. The total 

intrinsic kinetic energy AxEr + / k E ,  rapidly increases during the approach 

phase and then remains constant during the interaction. The large fluctu- 

ations result from the finite size of the system. In contrast, the potential 
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energy increases continuously up to the scission point. The potential energy 

is defined as the difference betweeen the actual Born-Oppenheimer energy 

and that of the colliding (separated) clusters. During the approach phase 

this quantity is of course negative, reflecting the conservative part of the 

attractive interaction potential between the clusters. 9 However, if projec- 

tile and target collide in their ground states and the size-asymmetry is not 

changed during the interaction, this difference directly measures the energy 

which is needed to perturb the atomic ground state structure; thus, after 

the scattering process, it is identical with the (positive) deformation energy. 

From Fig. 4, one realizes that about 2/3 of the total A E  is stored into 

AEr + AE~ and about 1/3 in AEd. 

3.2 S h a p e  relaxation 

As already mentioned, in nuclear HIC (and in nuclear fission) the deformed 

products undergo shape relaxation, thereby increasing their intrinsic heat 

energy. The shape relaxation process is important for the energy balance 

which determines secondary decay (or deexcitation) processes (e.g., particle 

evaporation) of the reaction products. It is, therefore, of interest to search 

for this process in CCC, too. 

To do that, we have followed the dynamics of the scattered (completely non- 

interacting and free flying) two Nas-clusters up to long time scales. In Fig. 

5, their internal kinetic (heat) energy and Born-Oppenheimer (deformation) 

energy are presented up to times of about 4.10 5 a.u. ~ 10 ps. After scission, 

besides the typical fluctuations of the finite systems, both quantities remain 

constant (their sum, of course, remains conserved at all times). However, at 

t~1.3.10 s a.u., the intrinsic excitation energy increases, at the same time the 

deformation energy decreases to zero, indicating a damped oscillation. This 

clearly demonstrates the shape relaxation process in CCC. For illustration, 

we have presented in Fig. 5, also snapshots of typical geometrical shapes 

of one of the Nas clusters: just after scission (1), at a moment where the 

potential energy approaches zero at t ~ 2.  l0 s a.u. (2) and in one of the 

positive maxima of the potential energy at t ..~ 3 • l0 s a.u. (3). Evidently, 

the geometric structure of (2) is very similar to the ground state structure 

of Nas. 14,1s 
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3.3 P o l a r i z a t i o n  a n d  o r i e n t a t i o n  

A purely tangential friction force automatically leads to polarization of the 

reaction products perpendicular to the reaction plane because their intrinsic 

(transferred) angular momenta  have the same direction as the relative or- 

bital angular momentum. Any in-plane components of the intrinsic angular 

momentum transfer cannot be induced by friction. Of course, they must 
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Fig. 3). Note the increase of internal heat energy af ter  the collision process 
(i.e., after scission). In the lower part  typical geometrical shapes of one 
Nas-cluster  after the collision process are shown: 
(1) t = 1 . 1 0  5 a.u. (just after the collision) 
(2) t = 2 . 1 0  5 a.u. (minimum of the deformation energy) 
(3) t = 3 . 1 0  5 a.u. (second max imum o£ the deformation energy) 

have equal magnitudes and opposite signs, due to conservation laws. In 

HIC, their excitation leads to a considerably increase of the final spins and, 

simultaneously, decreases their polarization perpendicular to the reaction 
plane.ll ,  12. 
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In Fig. 6, the calculated components of the intrinsic angular momenta (de- 

fined with respect to the c.m. of the individual NaB-clusters) are shown 

as function of time. As expected from a frictional mechariism, their z- 

components L (1), L (2) (perpendicular to the reaction plane) have equal 

amount and the same sign as the relative orbital angular momentum; their 

sum AL,  = L (1) +/5(~ 2) lies in the vicinity of the classical "sti&ing" limit. 

However, large in-plane components (:e, y directions) of the intrinsic angu- 

lar momenta are created during the initial stage of the collisional process, 

too. Their absolute values can exceed twice that of the out-of-plane ones 

(see ~,yr(1), L(2)). Thus, the total transferred angular momentum in this 

particular collisional event amounts to about 600 a.u. (1 a.u. = 1 h) and 

exceeds considerably the one resulting from dissipation of relative orbital 

angular momentum AL = ALz ,~, 200 a.u. (d.  also Fig. 3). By the same 

reason, the polarization of reaction products is drastically reduced. 

4. S u mmar y  

We have studied the reaction mechanism of deep inelastic CCC in micro- 

scopic detail. It has been shown that the finite, but large number of atomic 

degrees of freedom plays the role of a heat bath, responsible for the irre- 

versible loss of energy and angular momentum of the relative motion. The 

kinetic energy of the relative motion is dissipated into intrinsic heat energy 

(chaotic atomic motion), collective rotational energy (rotation of the scat- 

tered clusters as a whole) and deformation energy (distortion of the ground 

state atomic structure of the scattered clusters). After the collision pro- 

cess, shape relaxation leads to an additional increase of the internal heat 

energy. The amount of dissipated angular momentum of the relative motion 

lies in the vicinity of the "sticking" limit of a classical friction force. The 

polarization of the scattered clusters perpendicular to the reaction plane 

is strongly reduced by the excitation of large in-plane components of the 

internal angular momentum. 

Altogether, the deep-inelastic reaction mechanism of CCC resembles very 

much that known in nuclear HIC. In both cases, dissipation and fluctuation 

phenomena in finite systems show up. The results of the present study of 

CCC, based on a MD-DFT method, suggest strongly to treat these processes 

with the help of transport theories, which played always a key role in the 

understanding of nuclear HIC. 
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Introduction 

Clusters may be viewed as a bridge between atoms and molecules and 
the bulk. There are also interesting analogies between dusters and atomic 
nuclei; their exploitation has been stimulated by the similarity of the nuclear 
shell structure and the electronic shell structure of alkaline metal dusters 
[1]. 

It is a challenge to search for such common features also in dynamical 
processes, like fragmentation, fission or collision events. Clearly, uncovering 
such dose relations could cross-fertilize cluster as well as nuclear physics 
and act as an important stimulus for both fields. 

Collision phenomena played always a key role in nuclear physics [2]. 
Thus, one may expect that  studies of cluster-cluster collisions (CCC) will 
also be able to uncover new structural as well as dynamical properties of 
atomic clusters. In previous papers we have outlined various aspects of 
CCC on the basis of molecular dynamics (MD) simulations [4,5] and a phe- 
nomenological model [6] - see also the contribution of R. Schmidt et ad. and 
0. Knospe et al. in this book. In the present paper we will mainly stress the 
interplay between geometric and electronic structure in collisions between 
neutral sodium dusters. 

Alkaline metal dusters are characterized by delocalized electrons with a 
sheU-like level structure. This leads to the appearance of "magic" numbers 
- -  in close analogy to atomic nuclei [1]. To uncover such relationship also in 
dynamical features, we performed calculations of N a9 + N a9 and N as + N as 
collisions. The Nas duster  is a "magid' one with filled 1S and 1P shells, 
whereas Na9 is a "non-magic" cluster with filled 1S and 1P shells and one 
electron in the 1D shell. The possible product of a fusion between two 
Na9 dusters is again a "magid' cluster (Nals - 1S 1P 1D shells filled). In 
contrast, Nas + Nas is a collision between two "magid' clusters possibly 
forming the "non-magid' duster  Nals. 

The colLisions were simulated by MD combined with density-functional 
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theory (DFT) in the local density approximation (LDA), using an LCAO 
representation of the wave functions; such a combination allows a realistic 
account of the electronic structure. The main features of the method will 
be outlined in the following, and after that  the results of the simulations 
will be discussed. 

LCAO-Method 

To simulate collision processes between alkaline metal clusters by MD- 
DFT one obviously needs a very time-efflcient method. We applied a sim- 
plified scheme where the Kohn-Sham orbitals ( ¢ ( ~ )  are written as linear 
combinations of atomic orbitals ¢ . ( r  - Rj), centred at the nuclei j (LCAO- 
ansatz): 

= 

In this way the Kohn-Sham equations are transformed into a set of algebraic 
equations (secular equations): 

with hgv and Sg~ the elements of the hamilton matrix and the overlapmatrix, 
respectively. These equations can be solved by diagonalizing the secular 
matrix. (In a previous paper [8] a variant of this method has been presented, 
which applies the orbital dynamics - -  as proposed by Car and Parrinello 
[3,7] - - i n s t e a d  of diagonalization the secular matrix.) The h,~ are the 
hamiltonian matrix elements of the basis functions with the Kotm-Sham 
hamiltonian ~t : 

= + v ss(  

where { is the operator of kinetic energy, and Veil is the effective one par- 
t ide potential, consisting of the electron-nuclear part (V~t), the mean field 
electron-electron interaction contribution (Hartree potential - VH) and the 
exchange-correlation part (Vxo) in LDA: 

V~s s = V=, + VH + Vx o. 

The overlap matrix elements (S.~)are due to the nonorthogonality of the 
basis functions at different sites in the system. As an approximation we 
write V~I/as a sum of potentials of neutral atoms (Vj°): 

J 
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Consistent with this approximation one has to neglect several contributions 
to the hazniltonian matrix elements h~,~ (see [9] and [10]): 

{ (¢.[t  + Vj + Vk[¢.}, if # Cl ue{j,k}; 
h , ,  = 0, otherwise. 

This treatment may be viewed as the LCA0 variant of a cellular Wigner- 
Seitz method as applied for molecules by Inglesfield [13]. 

The forces on the ions (Fx k ) can be divided in an purely electronic (F~) 
part and a contribution from the repulsion of the ion cores (F~): 

F~ = -OE/OXk = F L + G,~. 

It is possible to write the electronic part of the force as a sum of orbital 
contributions: 

Fkx,~ = ~'~n,F~,,, 
i 

where ni is the occupation number of orbital i. The LCAO representation 
leads to: 

F k = E E c'.4[-o~./ox~ + ~,oS~lOX~]. X , i  
I.L ~, 

The core repulsion of the ions is treated by a semiempirical repulsion po- 
tential: 

G,~ = -OEJOX~ 

with 

k,i 

u(R) = ( R - R , )  2 

for R _<. R1 and zero for R > Rx. The parazneters (a, Rx)) are obtained by 
fitting the caiculated equilibrium distance and vibration frequency in a di- 
atomic molecule to their experimental values. Such description of the forces 
is comparable to  a similar partitioning of the cohesive energy, as used in cal- 
culations of structural properties of clusters by Tomanek and Schlfiter [15]. 
The scheme proposed here may be viewed as a "hybrid" between ab initio 
molecular dynamics [7] - based on DFT - and the use of purely empirical 
potentials. It has the advantage over the latter of overcoming the trans- 
ferability problem, where parametrized potentials based on experimental 
data can be difficult to transfer from one system to another. Furthermore 
it requires about two orders of magnitude less computation time than the 
ab initio molecular dynamics. For studies of CCC it is, however, restricted 
yet to neutral clusters. An extension of the LCAO-method to include the 
charge of colliding clusters is in progress [24]. 
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The  Verlet algori thm [12] was applied to the integration of Newton's  
equations for the atoms: 

o .  

Mk Rk = - 

A time step of 100 atu (1 a tu=2.4  • 10 -17 sec) has shown to guaraatee 
the conservation of energy over the entire t ime (several 10 -12 sec) of the 
simulations. The  Hedin-Lundquist  form [14] for Vxo has been used. The  
atomic s and p valence wave functions were considered in the LCAO ansatz. 
Each wave function is represented by a set of 12 Slater type functions - as 
to details see [9]. Considering the experimental  values for the interatomic 
distance (R~ = 5.82as) and the vibration frequency (w~ = 159cm -1) for 
Na2 ([19]) one obtains 6.56aB and 0.49eV/a2B for the parameters /{1 and a 
in the potential  U. 

The  colliding clusters were prepared in a T = 0  state. Molecular dynam- 
ics, combined with the technique of simulated annealing [16], was applied to 
find the ground state s t ructure of the Nas and Na9 clusters. The  resulting 
ground state geometries for the initial clusters (Nas, Nag) are in good agree- 
ment with results given by Bone£id-Koutecky: et ad. [17] and RSthiisberger 
and Andreoni [18]. The  method  described here has also been applied for 
describing s t ructural  properties of phosphorus [11] and carbon [21] clusters, 
using MD and the technique of simulated annealing. 

The two colliding clusters are then positioned at a fixed distance between 
their centres of mass along the collision axis; collisions were simulated with 
various values of centre-of-mass (c.m.) energy and impact  parameters  b. 

Results and discussion 

As it was discussed in [4], the most  characteristic feature of the sim- 
ulations consist in the preferential occurrence of a very restricted number  
of outgoing reaction channels with respect to the final product  sizes. Each 
of these charmels has a counterpart  in nuclear heavy ion collisions with re- 
spect to the final mass number  (i.e. cluster size) and the global as well as 
collective behaviour. Which one of the channels dominates depends on the 
impact  parameter  b (in as ;  l a s  = 0.529.7i) and the incident kinetic energy 
E. These channels are in the case of Na9 + Na9 collisions: 
I - complete fusion (E < leT/, b <_ 15.as) 

Nao + Nao ) Na18 

II - incomplete fusion (E > lcV)  

Na9 + Nao .... > Nal~ + Na2 
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I I I -  deep inelastic collision (E > leV, b ,-~ 10...15aB) 

Na9 + Na9 ~ Nas + Nas + Na2 

IV - quasielastic collision (E ~, 0.5...5eV, b > 15.aB) 

Na9 + Na9 ~ Na8 + Naao. 

In the case of high impact energies (E = 5eV) and near-central collisions, 
fragmentation channels yielding more than three final products (including 
monomers) are observed. 

In contrast to nuclear heavy-ion collisions, however, shell effects show 
up dramatically in all three types of cluster collisions leading to pronounced 
mmfifestations of "magic" numbers (Na2, Nas) in the exit channel of quasi- 
elastic and deep inelastic collisions. This manifest~.tion of the "magic" num- 
bers is illustrated in fig. 1 for typical events. In the case of Na9 +Na9 (right 
hand side in fig. 1) the collision leads to a NaB and a Naxo cluster. How- 
ever, no exchange of atoms appears in the collision of Nas + NaB (left hand 
side in fig. 1). 

The difference between both collisions and the preferential occurrence 
of "magic" clusters (e.g., Nas) in the exit channel of CCC can be quan- 
tified in terms of the so-called fragmentation potential (for definition and 
approximations see [22]. 

= E ( N , )  + E ( N  - JV,) - 2 E ( N / 2 )  

where E(N) is the total energy of a cluster with N atoms. In ref. [22] the 
energy is calculated in the jellium approximation. Here we use our LCAO- 
scheme for E(N)  and in addition normalize the potential to the energy of 
the entrance channel 2E(N/2)  in symmetric collisions. The potentials are 
shown in fig. 2 for Na8 + Nas (upper part) and Na9 + Na9 (lower part). In 
spite of an even-odd alternation the shell closing effects can be seen clearly 
in both curves. The "entrance point" N1 = 9 lies at a maximum in case of 
Na9 + Nag. This leads to an exchange of atoms, since Nas + Naxo (Nx = 
8, N - N1 = 10 is energetically favoured. In contrast, energy is needed for 
an exchange of atoms in the case ofNas+Nas ~ the entrance point NI = 8 
lies in a deep minimum of U(N1). For comparison, the potentials obtained 
by applying the liquid drop model [22], is also drawn in fig. 2 (smooth solid 
lines). From these curves on would expect a broad product distribution in 
collision processes. In contrast, the results of our simulations clearly indicate 
the dominant role of electronic structure effects in collisions of alkaline metal 
clusters. This holds for quasielastic collisions (see discussion above) as well 
as for deep inelastic collisions and for fusion processes (see [4]) and has been 
found, in additon, in dynamical studies of cluster fission, too [23]. 
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Na8 + Na8 

@ 

Na9 + Na9 

:t 

Fig. 1: Time evolution of typical events in MD simulations for Na9 + Na9 
collisions (right hand side) and NaB + Na8 collisions (left hand side). 
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Fig. 3: Structure of the Na9 - Na9 molecule as obtained by simulated 
annealing. 
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In the case of fusion between Na9 + Na9 a long-lived "cluster-cluster 
molecule" can be formed - -  its structure after a simulated annealing pro- 
cedure [16] is shown in fig. 3. Such a molecule is a stable entity on the 
potential hypersurface of Nals [5]. Independent from our LCAO calcula- 
tions the stability of such structure can be confirmed by applying an "ab 
initio" LDA scheme using plane wave expansions for the Kohn-Sham or- 
bitals [20]. Such molecular cluster configuration is found initially also in 
the case of collisions between two "magic" Nas clusters. However, in con- 
trast to Na9 - Nag the Nas - Nas, molecule-like configuration is unstable 
and decays after a short time (~ 1 • l0 s atu) into a compact excited Nals 
compound. Its appearance resembles "nuclear molecules" which show up as 
transition state in heavy-ion collisions and fission [25]. 
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COLLISION-INDUCED REACTIONS 

OF SIZE-SELECTED CLUSTER IONS OF Ar 
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Department of Chemistry, Faculty of Science, 

The University of Tokyo, Bunkyo-ku, Tokyo 113, 

Japan 

A b s t r a c t :  T h e  c o l l i s i o n - i n d u c e d  r e a c t i o n s  of  A r  + ( n  = 2 15) 

w i t h  Kr  a n d  Ne w e r e  s t u d i e d  b y  u s e  of  a t a n d e m  m a s s - s p e c t r o m e -  

t e r  e q u i p p e d  w i t h  o c t a p o l e  i o n  g u i d e s .  T h e  r e s u l t s  s h o w e d  t h a t  

evaporation, charge transfer and fusion were dominant pathways 

in the reactions. The absolute cross sections and the branching 

ratios were obtained as functions of the size of the parent clus- 

ter ion and the collision energy. The size- and energy- 

dependences were explained in the scheme of the charge-induced 

dipole and the induced dipole-induced dipole scatterings. It was 

also shown that the conversion efficiency of the collision energy 

energy of Arn + was proportional to the cluster into the internal 

size. In the Ne collision, the upper limit of the conversion effi- 

ciency was estimated to be ~ 60 % at the collision energy of 0.2 

eV. 

1. I n t r o d u c t i o n  

Collision-induced reactions of cluster ions have attracted much atten- 

tion [1-5], because the reactions depend critically and characteristically on 

their cluster size. In particular, a specific nature of the cluster collisions 



152 

c o u l d  b e  d e m o n s t r a t e d  i n  c o l l i s i o n  p r o c e s s e s  i n v o l v i n g  i o n s  o f  v a n  d e r  Waals  

c l u s t e r s  w h i c h  a r e  o f t e n  m a d e  of  a t i g h t l y  b o u n d  i o n  c o r e  a n d  a w e a k l y  

b o u n d  s o l v a t i o n  she11. T h i s  c h a r a c t e r i s t i c  s t r u c t u r e  p r o v i d e s  u s  a u n i q u e  

o p p o r t u n i t y  t o  e x p l o r e  r e a c t i o n  p r o c e s s e s  w h i c h  a r e  s c a r c e l y  e n c o u n t e r e d  i n  

o r d i n a r y  c o l l i s i o n  p r o c e s s e s .  I n  t h i s  r e g a r d ,  t h e  c o l l i s i o n a l  r e a c t i o n s  of  

a r g o n  c l u s t e r  i o n s ,  A r n  +, w i t h  Kr  a n d  Ne a t o m s  w e r e  i n v e s t i g a t e d  a s  t y p i c a l  

e x a m p l e s .  I t  w a s  f o u n d  t h a t  t h e  c o l l i s i o n  e n e r g y  i s  t r a n s m i t t e d  t o  t h e  

i n t e r n a l  d e g r e e s  of  f r e e d o m  of  A r n  + s y s t e m  i n  a s t a t i s t i c a l  m a n n e r  a n d  t h e  

l a r g e  t o t a l  c r o s s  s e c t i o n s  o b s e r v e d  a r e  a t t r i b u t a b l e  t o  t h e  i n d e p e n d e n t  

o f  e v e r y  c o n s t i t u e n t  a tom of  A r n  + t o  t h e  contributions scattering process. 

2. E x p e r i m e n t a l  

A n  e x p e r i m e n t a l  s e t u p  i s  s h o w n  i n  F ig .  1. T h e  c l u s t e r  i o n s  p r o d u c e d  

b y  e l e c t r o n  i m p a c t  o n  n e u t r a l  d u s t e r s  of  A r  w e r e  m a s s - s e l e c t e d  b y  a 

q u a d r u p o l e  m a s s  s p e c t r o m e t e r  ( E x t r e l ,  162 -8 ) ,  a n d  w e r e  a l l o w e d  t o  co l l i de  
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Fig. i: A quadrupole-sector magnet tandem mass spectrometer with two- 
stage octapole ion guides. 
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w i t h  a t a r g e t  m o l e c u l e  i n  a c o l l i s i o n  r e g i o n  e n c l o s e d  b y  a n  o c t a p o l e  i on  

g u i d e .  T h e  p r o d u c t  i o n s  w e r e  m a s s - a n a l y z e d  b y  a s e c t o r - m a g n e t  m a s s  

s p e c t r o m e t e r  (JEOL, JMS-D300) .  T h e  i o n  s o u r c e ,  t h e  q u a d r u p o l e  m a s s  s p e c -  

t r o m e t e r ,  a n d  t h e  c o l l i s i o n  r e g i o n  w e r e  f l o a t e d  u p  t o  1 kV a g a i n s t  t h e  

g r o u n d .  T h e  t o t a l  c r o s s  s e c t i o n  w a s  m e a s u r e d  b y  v a r y i n g  t h e  p r e s s u r e  of  

t h e  t a r g e t  g a s  i n  t h e  r a n g e  of  10 - 5  - 10 - 6  T o r t .  T h e  b a c k g r o u n d  p r e s s u r e  

w a s  a t t a i n e d  t o  b e  l e s s  t h a n  5 x 10 - 7  T o r r .  T h e  b r a n c h i n g  r a t i o  of  a g i v e n  

p r o d u c t  i o n  w a s  e s t i m a t e d  f r o m  t h e  i n t e n s i t i e s  o f  t h e  p r o d u c t  i o n s .  B e c a u s e  

o f  a l a r g e  u n c e r t a i n t y  i n  t h e  p r e s s u r e  r e a d i n g ,  t h e  o b s e r v e d  c r o s s  s e c t i o n s  

w e r e  n o r m a l i z e d  a g a i n s t  t h e  r e p o r t e d  c r o s s  s e c t i o n s  f o r  t h e  p r o c e s s ,  Ar2 + + 

Rg -> Ar  + + Ar  + Rg,  w h e r e  Rg r e p r e s e n t s  Kr o r  Ne [6]. 

3. R e s u l t s  a n d  D i s c u s s i o n  

2-1. Reaction Pathways 

In the collision of Arn + with Kr, the product ions, Arn ,+ (n'<n) and 

Arn,Kr + (n' = 0, i, 2 and 3) were observed, while in the Ne collision no 

charge-exchange species Arn,Ne + were detected. The measurements of the 

product ions show that the reaction of Arn + with Rg (= Kr or Ne) proceeds 

as follows: 

Arn + + Rg -> Arn ,+ + (n-n')Ar + Rg (evaporation) (I) 

Arn + + Rg -> Rg + + nAr (charge transfer) (2) 

Arn + + Rg -> Arn,Rg + + (n-n')Ar (fusion). (3) 

In the Ne collision, pathways (2) and (3) do not proceed in the collision 

energy range studied. The branching ratio of pathways (2)+(3) in the Kr 

collision is shown in Fig. 2, as a function of the duster size, n. The 

branching ratio decreases smoothly, and levels off at n ~ 6 with the in- 

crease of n; these data points follow the dashed and dotted lines. This 
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Fig. 2: The branching rat£o of pathways (2)+(3) is shown as a function of 
the cluster size, n, in the reaction of Arn ÷ with Kr. The collision energy is 
1.0 eV. 

finding indicates that pathway (2) dominates for n < 5 whereas pathway (3) 

does for n > 5; in pathway (3), the target, Kr, is conceivably fused with 

Arn + before Ar atoms are released. This phenomenon may arise from the 

specificity of the Arn + structure. 

3-2. Coll ision-Energy Dependences  o f  Cross Sect ions  

Figure 3 shows the collision-energy dependences of the total cross 

section, the cross sections for pathway (i) and pathways (2)+(3), in the 

+ + Kr reaction system. As shown in Fig. 3, the total cross section A r l l  

decreases gradually while that of pathway (I) does not change appreciably, 

as the collision energy increases. On the other hand, the cross section for 

pathways (2)+(3) decreases rapidly with the collision energy. It is evident 

from this collision energy dependence that pathways (2)+(3) are exothermic 

and have no activation energy. The total cross section can be explained 

by assuming that every atom in Arn + behaves as a scatterer of the target 

atom in the scheme of charge-induced dipole [7] and induced dipole-in- 

duced dipole scattering. The cross section thus estimated is shown as the 

dashed line of Fig. 3. A similar tendency was observed for the Ne collision. 
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Fig. 3: Dependences  of t h e  c ros s  sec t ions  on t h e  collision e n e r g y  fo r  t he  
Arn  ÷ + Kr sys tem.  The solid and d a s h e d  l ines  r e p r e s e n t  t h e  exper imenta l  
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3-3 Cluster-Size Dependences of Cross Sections 

T h e  t o t a l  c r o s s  s e c t i o n ,  t h e  c r o s s  s e c t 3 o n  f o r  p a t h w a y  (1) a n d  p a t h -  

w a y s  (2)+(3) a r e  p l o t t e d  a g a i n s t  t h e  c l u s t e r  s i z e ,  n ,  a s  s h o w n  i n  F ig .  4. 

T h e  t o t a l  c r o s s  s e c t i o n  i n c r e a s e s  i n  p r o p o r t i o n  t o  n ,  a n d  r e a c h e s  450 A 2 a t  

n = 15. T h e  c r o s s  s e c t i o n  f o r  p a t h w a y  (1) i n c r e a s e s  m o n o t o n o u s l y  w i t h  t h e  

i n c r e a s e  o f  n ,  w h i l e  t h e  c r o s s  s e c t i o n  f o r  p a t h w a y s  (2)+(3) d o e s  n o t  c h a n g e  

m u c h  w i t h  n .  T h e  s i z e - d e p e n d e n c e  of  t h e  t o t a l  c r o s s  s e c t i o n  i s  a / so  p r e -  

c l i c t ed  b y  t h e  m o d e l  p r o p o s e d  i n  s e c t i o n  3-2 .  T h e  c r o s s  s e c t i o n s  f o r  t h e  Ne 

c o l l i s i o n  a r e  a l so  s h o w n  i n  F ig .  5. As  i s  t h e  c a s e  of  t h e  Kr  co l l i s ion ,  t h e  

t o t a l  c r o s s  s e c t i o n  i s  r o u g h l y  p r o p o r t i o n a l  t o  n a n d  i s  c o n s i s t e n t  w i t h  t h e  

p r e d i c t i o n  g i v e n  b y  t h e  m o d e l  p r o p o s e d .  
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I t  was also f o u n d  t h a t  t h e  a v e r a g e  n u m b e r  of  Ar  atoms e v a p o r a t e d  

from Arn  + by  1.0 eV col l is ion of  Kr was 0.3n. I f  t h e  a v e r a g e  n u m b e r  is  

to  t h e  i n c r e m e n t  of t h e  i n t e r n a l  e n e r g y  of Arn  +, t h e  c o n v e r s i o n  p r o p o r t i o n a l  

e f f i c i e n c y  of  t h e  col l is ion e n e r g y  in to  t h e  i n t e r n a l  e n e r g y  of Arn+ t u r n s  ou t  

to  be  p r o p o r t i o n a l  to  t h e  c l u s t e r  s ize  or,  in  o t h e r  words ,  t h e  i n t e r n a l  

d e g r e e s  of f r eedom.  I t  i s  i n f e r r e d  from t h e  above  a r g u m e n t  t h a t  t h e  col l i -  

s ion e n e r g y  is  p a r t i t i o n e d  s t a t i s t i c a l l y  in to  t h e  i n t e r n a l  d e g r e e s  of f reedom.  

In  t h e  0.2 eV col l is ion of Ne, t h e  a v e r a g e  n u m b e r  was g i v e n  by  0.25n f o r  n 

< 10, and  r e a c h e d  a c o n s t a n t  number ,  2.5, f o r  n > 10. As t h e  a v e r a g e  

e n e r g y  of Ar e v a p o r a t i o n  from Arn  + is  app rox ima te ly  0.05 eV p e r  atom [8], 

t h e  minimum e n e r g y  g i v e n  to t h e  i n t e r n a l  d e g r e e s  of f reedom b y  t h e  Ne 

col l is ion is  ca l cu la t ed  to  be  0.125 eV, t h i s  is,  abou t  60 % of t h e  col l is ion 

e n e r g y  is  c o n v e r t e d  to  t h e  i n t e r n a l  e n e r g y .  

A s y s t e m a t i c  s t u d y  of  t h e  r a r e  gas  col l is ion wi th  Arn  + will be  under- 

taken to obtain an insight into the collision processes of the finite systems. 
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Abstract 

Classical and quantum molecular-dynamics simulations are used to 

investigate a new class of cluster-catalyzed reactions induced via 

collisions between reactants embedded in clusters, and the energetics and 

dynamics of fission of doubly charged sodium clusters, exhibiting shell- 

closing effects, double-hump barriers, and a precursor fission mechanism. 

I. Introduction 

Studies of reactions induced by collisions between clusters, between 

clusters and surfaces, or between atomic reactants colliding with clusters 

[i-3], and of the energetics and dynamics of cluster-fission [4-9], open 

new avenues in investigations of reaction and fragmentation dynamics [4-8], 

pathways of collisional energy distribution in materials aggregates, and a 

new class of reactions which are catalyzed by the cluster environment [i]. 

Recent studies of metallic clusters [9] (particularly of simple 

metals) unveiled systematic energetic, stability, spectral [I0], and frag- 

mentation [5,6] trends. Moreover, several properties of atomic clusters 

(e.g., electronic shell structure [9], and most recently supershells [ii], 

portrayed by the occurrence of magic numbers in the abundance spectra and 

ionization potentials; the influence of shape fluctuations analyzed within 

the jellium model [9]; giant spectral resonances interpreted as evidence 

for collective plasma oscillations [5,12]; and fragmentation, fission, 

patterns of ionized clusters [5,6]) bear close analogies to corresponding 

phenomena exhibited by atomic nuclei, suggesting an intriguing universality 

of the physical behavior of finite size aggregates, though governed by 

interactions of differing spatial and energy scales [13]. 

In this short paper we summarize results of our recent theoretical 

investigations of reactions in clusters [i] and of cluster-fission [4,13], 

using classical and quantum molecular dynamics simulations, demonstrating 

the wealth of dynamical information obtained via such studies and certain 

analogies between phenomena occurring in atomic cluster and nuclear 

systems. 
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If, R~a~tlons in Clusters 

While much progress has been achieved in the experimental generation, 

size selection, characterization, and probing of the properties of clus- 

ters~ and in the theoretical treatment of finite systems in both the 

classical and quantum regimes, relatively few investigations of the 

chemical properties of cluster systems, and in particular chemical 

reactions between colliding clusters or clusters colliding with atomic, 

molecular, or ionic reactants, have been made [i-3]. 

Recently we have proposed [i] a new mode, of nonelectronic nature, by 

which clusters may catalyze reactions (CCR). In this mode reactants are 

embedded in colliding clusters and the role of the cluster environment is 

that of a local heat bath (i.e., extended third body). In addition to 

this main subject, our studies relate to certain issues pertaining to the 

dynamics and kinetics of gas-phase recombination processes (particularly 

ion-ion recombination [14]). 

The reaction systems that we have chosen to investigate are mixed 

clusters composed of small charged sodium-chloride fragments embedded in 

argon, colliding with a CI- anion. To investigate the dependence on size, 

several reaction systems were investigated: (i) [Na4CI3 ]+ Arq for q = 12 

and 32 and (ii) [NaI4CII2]+2Ar30 . Furthermore, systematic dependencies on 

characteristic parameters of the reaction were studied [i] (i.e., initial 

temperature of the cluster, relative translational kinetic energy between 

the collision partners, and impact parameters). 

The interactions between the ionic constituents are described in our 

studies by Coulomb and Born-Meyer repulsion potentials, parametrized 

according to Born and Huang [15]. For the interactions between the argon 

atoms and the Na + and Cl- ions, the potentials developed by Ahlrichs et 

al. [16] were used, and the interactions between the rare gas atoms were 

described by 6-12 Lennard-Jones potentials with ~ = 120K and u = 3.4 ~. 

Given these interaction potentials, we have performed extensive Ml) 

simulations, where the classical particles' equations of motion (in the 

center of mass coordinate frame) were solved. For each case that we have 

studied, 100 reaction trajectories were simulated, where in each one a 

cluster configuration was randomly chosen from an ensemble of equilibrium 

configurations, to which a random rotation was applied. Finally, the 

impact parameters between the clusters and the CI- were selected randomly 

to appropriately cover uniformly the cress sectional area of the target 

cluster [i]. The initial distance between the reactants was 32 ~ in each 

case. 
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In this paper we limit ourself to discussion of reactions of the 

system [Na4CI3]+ArI2 + CI-. Prior to summarizing our results we note that 

the product cluster Na4CI 4 is characterized by a low-temperature isomer of 

approximate cubic structure and ahigh-temperature one exhibiting a ring- 

like (two-dimensional) structure [1,17]. 

First we note that collisions between a CI- and a cold (30K) 

[Na4CI3 ]+ cluster, even for an initial relative translational energy E R = 

0, result in fragmentation and/or generation of high-potential-energy 

isomers (open chain structures). Upon collision of a CI- with a 

[NanClm ]+(n-m) Arq cluster, a fraction of the relative translational 

kinetic energy between the collision partners, as well as the binding 

energy released upon reaction, is imparted to the compound (combined) 

cluster (i.e., the intermediate cluster composed of the two colliding 

entities). Since the binding energies between the Ar atoms and between 

them and the alkali-halide ions are significantly smaller than the binding 

energy between the Na + and CI- ions, the released excess energy could 

result in breaking of argon atom bonds to the cluster. Consequently, we 

would expect that the heat content of the combined, collision-intermediate 

cluster will be reduced via ejection of Ar atoms, resulting in effective 

cooling of the products. Under ideal circumstances (which depend on system 

parameters, such as activation barriers, binding strengths, vibrational 

relaxation times, initial temperature, and relative translational energy), 

one could expect that such a process may anneal the product to its lowest 

(ground) state (in our particular example, to the low-temperature cubic 

isomer). 

The results of our studies show that: 

(a) For a given initial vibrational temperature of the reactant 

cluster, the total average probability for associative reaction products 

exhibits a decreasing trend with increasing relative translational energy 

(ER) between the reactants. Other collision events which occur for high E R 

are stripping reactions and glancing collisions. In both the latter cases 

the products are vibrationally colder than for the corresponding 

associative reactions, illustrating a spectator mechanism. 

(b) The averaged results for the branching ratios plotted vs E R for 

the reaction [Na4CI3]+ArI2 + CI-, for three initial vibrational 

temperatures of the target clusters [T°vib = 31.6, 189, and 316K] are 

summarized in Fig. I. These results show that for associative reactions 

with the reactant clusters at the same initial temperature, the branching 

ratio, Pc/PR, between the probability to produce the ground state isomer 

(cube) to that of producing the higher-energy isomer (ring), decreases with 

increasing E R. Examination of the individual probabilities (Pc and PR ) 
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Figure 2: Number of Ar monomers 
released in the collision (N m°n, in 
a) and vibrational temperatures of 
the products (in b) for the reac- 
tion [Na4CI3]+ArI2 + CI-, with the 
initial vibrational temperature of 
the cluster T°vib = 31.6K, plotted 
versus the relative translational 
energy, E R. Results corresponding 
to cube and ring-isomeric products 
are denoted by squares and circles, 
respectively. Typical cube and 
ring isomeric configurations of 
products are shown in (a) and (b), 
respectively (large grey, small 
dark, and large darker spheres 
correspond to CI-, Na + and Ar, 
respectively). 

for producing products with the alkali-halide in the cube and ring 

isomeric forms indicates that the main trend correlating with the above 

conclusion is the systematic decrease in the cube-isomer products (Pc) with 

increasing E R. The vibrational temperature of the lower-energy cube- 

isomeric reaction products is lower than the ring-isomers, and is quite 

insensitive to the initial relative kinetic energy between the reactants 

(see Fig. 2b). 
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(c) For a given size of the alkali-halide fragment, reactions in which 

the argon environment in the reactant cluster is larger yield a higher 

proportion of ground state isomer products. 

(d) All associative reactions involve the release of Ar atoms, almost 

all in the form of monomers. The number of ejected Ar atoms depends on the 

size of the reactant clusters, the reaction conditions, and the reaction 

pathways (see for example Fig. 2a). 

Studies of the dynamics of the associative reactions reveal that the 

major part of the energy release occurs in the very initial stage of the 

collision, resulting in the ejection of one or two translationally hot Ar 

monomers. The amount of energy carried by these initially ejected Ar 

atoms determines the reaction path; i.e., a larger energy loss at the 

initial stage of the reaction is more likely to result in a product with a 

ground state isomeric structure. 

In this context we remark that in all our calculations the simulated 

trajectories were of 25 ps in duration. Test runs, where the simulations 

were continued to the nanosecond range, show that typically about two 

additional Ar atoms were evaporated, resulting in further small cooling of 

the product cluster. However, in no case did the structure of the product 

alkali-halide cluster change from that obtained already in the 25 ps 

simulations. Evidently, the internal temperatures of the product clusters 

are below the temperature range for transitions between the isomeric forms. 

Coupled with the fact that the transformations between isomeric forms 

involve activation barriers (e.g., estimated to be of the order of 0.5 eV 

for the transformation between the cubic and ring isomers of Na4CI4), the 

reaction products remain in the isomeric structures which they assume at 

the early stages of the reaction process. 

The origin of the behavior of the branching ratio Pc/PR shown in 

Fig. I, is related to the factors determining the probability for ejection 

of an energetic (translationally hot) Ar atom at the very initial stage of 

the collision process, since as aforementioned the reaction path (leading 

to products in various isomeric forms) is determined by the amount of 

energy transferred in that initial stage. These factors are: (i) Transfer 

of energy from the incident anion to the system; and (ii) ejection (escape) 

of the Ar atom from the cluster. Analysis of the energy dependence of 

these two factors [i] shows that the amount of energy transferred in a 

binary collision between the incident CI- and an Ar atom decreases with ER, 

and the ejection probability is governed by geometric factors, with direct 

ejection of the energized Ar atom leading to ground-state (cube) isomeric 

products, and multiple-collisions resulting in energy redistribution 
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yielding ring-isomers. As discussed elsewhere such considerations explain 

the behavior shown in Fig. i (including the local maxima at E R ~ I eV). 

As seen from our results [I], for the systems that we have investi- 

gated (i.e., alkali-halide clusters embedded in argon), it is possible to 

"tune" the branching ratio between the reaction products (i.e., modify the 

relative probabilities for the differnt product isomers) by varying the 

reaction parameters (initial vibrational temperature of the reactants and 

relative translational energy between the collision partners) and/or number 

of embedding Ar atoms. However, the nature and relative strengths of the 

interactions in our system (i.e., ion-ion, Ar-ion, and Ar-Ar) and the 

magnitude of barriers for interconversion between the reaction products 

(i.e., isomerization barriers) set a limit to the degree of annealing which 

can be achieved. Thus the fast nonstatistical cooling of the associated 

(compound) cluster in the initial reaction stage (via transfer of energy 

leading to the release of one or two hot Ar atoms) traps the reaction 

products in the different channels (i.e., different isomeric forms). 

Further cooling past the initial stage occurs at a very slow rate, because 

of the relatively strong Ar-ion interactions, and thus is ineffective in 

inducing structural transformations and further annealing of the products 

towards the ground state isomeric form. 

Nevertheless, consideration of larger Ar environments, as well as 

different reactants and/or embedding cluster environments, coupled with 

appropriate selection of collision parameters, may enable optimal control 

of reaction pathways and product branching ratios. 

Another class of cluster catalyzed reactions which we propose, is the 

collision between clusters, in which reactants are embedded, under 

conditions which result in the initiation of a shock wave in the 

intermediate compound cluster. (Similar conditions may be also achieved by 

colliding clusters with solid surfaces). This would lead to transient 

local pressure and temperature shock conditions which may induce processes 

such as dissociation or vibrational (and perhaps even electronic) 

excitations, which, in turn, may lead to subsequent reactions, with the 

cluster environment serving as a local heat bath. Work along these lines 

in our laboratory is in progress. 

III. Energetics and Dynamics of Cluster Fission 

To investigate energetic patterns and dynamics of fission of small 

Nan +2 (n ~ 12) clusters we have used our newly developed simulation method 

which combines classical molecular dynamics, or energy minimization, on 

the Born-Oppenheimer (BO) ground-state potential surface, with electronic 
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structure calculations via the Kohn-Sham (KS) formulation of the local 

spin-density (LSD) functional method (for details of the BO-LSD method see 

Refs. 4,17). In dynamical simulations the ionic (classical) degrees of 

freedom evolve on the electronic BO surface which is calculated after each 

classical step. Minimum energy structures were obtained by a steepest- 

descent-like method, starting from configurations selected from finite 

temperature simulations. (Note that the existence of a (local) minimum- 

energy-configuration implies a barrier for fission.) Barrier heights and 

shapes were obtained by constrained energy minimization, with the center- 

of-mass distance, Rcm_cm, between the fragments specified. 

From the energetics of the clusters and of the various fragemen- 

tation channels, given in Table I, we observe first that in all cases the 

energetically favored channel (see 4) is Nan+2 ~ Na+n_3 + Na3 + 

(n S 12), i.e., asymmetric fission (except for n = 6), in contrast to 

results obtained from spherical jellium calculations where fragmentation 

via ejection of Na + is favored [Sa] (note the shell closing in the product 

Na3+ cluster). Secondly, the first vertical and adiabatic ionization 

potentials (vlP and alP) exhibit an odd-even oscillation [9] in the number 

of particles, as well as shell closing effects for systems containing 8 

electrons. Similar effects are seen for higher ionization energies though 

they are sometimes complicated by structural changes upon ionization. 

Finally, our calculations show that for n > 6 fission involves energy 

barriers, in contrast to recent results [6hi obtained from adaptation of 

the liquid droplet model to atomic clusters. The barriers for n = 8, i0 

and 12 have been determined via constrained minimization to be: 0.16 eV, 

Table I 

Potential energies, Ep, for Nan +2 (4 ~ n ~ 12), in the minimum energy 
configurations. Energies for systems fragmenting with no barrier, 
calculated for the minimum energy configuration of Nan +, are indicated by 
*. Dissociation energies, A m = E(Na+n_m ) + E(Na+m ) - E(Nan~Z), for 
4 S n S 12. vlP and alP, are vertical and adiabatic ionization energies 
for Na n ~ Nan+. Energies in eV. 

/n 4 5 6 7 8 9 I0 12 

Ep -10.50" -19.00" -23.46* -30.29 -36.95 -43.47 -50.36 -62.83 

A I -2.48 0.i0 -1.78 -1.07 -1.08 -0.74 -0.43 -0.26 
A 2 -2.03 -0.24 -1.70 -1.22 -0.68 -0.82 -0.i0 -0.23 
A 3 -2.50 -1.59 -1.28 -0.87 -0.65 -0.94 
A 4 -0.85 -0.67 0.i0 -0,27 
A5 -0.13 -0.44 
A 6 +0.00 
vlP 4.41 4.33 4.67 4.24 4.62 3.83 4.11 3.93 
alp 4.38 4.11 4.40 4.07 4.35 3.70 4.04 
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0.71 eV and 0.29 eV for the energetically favored channel and larger 

barriers were found for the ejection of Na + from these clusters (0.43 eV 

and 1.03 eV for n = 8 and i0, respectively). The barriers for Nal0 +2 are 

higher because of the closed-shell structure of this parent cluster. 

The potential energies along the reaction coordinates for the 

energetically favored channel and for Na + ejection, in the case of NalO+2 
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Figure 4: Fragmentation dynamics of Nal0 +2. (a-c) Rcm_cm between the 
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contribution (Eq), versus time. (d-f) Contours of the total electronic 
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are shown in Fig. 3. The most interesting feature seen from the figure is 

the rather unusual shape of the barrier for the favored fission channel 

(also found for the asymmetric fragmentation of Na12+2). While double-hump 

barriers have been long discussed in the theory of nuclear fission [18], to 

our knowledge this is the first time that they have been calculated in the 

context of asymmetric fission of charged atomic clusters. The existence of 

the double-humped barrier is reflected in the dynamics of the fission 

process of Nal0 +2 displayed in Fig. 4. This simulation started from a 600K 

Nal0 cluster from which two electrons were removed (requiring 11.23 eV) and 

0.77 eV was added to the classical ionic kinetic energy. The variation of 

the center of mass distance with time (Fig. 4a) exhibits a plateau for 750 

fs ~ t $ 2000 fs (see also the behavior of the electronic contribution to 

the potential energy of the system versus time in Fig. 4c). The contours 

of the electronic charge density of the system (Fig. 4(d-f)), at selected 

times, and the corresponding cluster configurations (Fig. 4(g-i)), reveal 

that the fission process involves a precursor state which undergoes a 

structural isomerization prior to the eventual separation of the Na7 + and 

Na3 + fission products. In this context we remark that examination of the 

contributions of individual Kohn-Sham orbitals to the total density for the 

intermediate stage (Fig. 4e) reveals that the lowest-energy orbital (s- 

like) is localized on the Na7 + fragment, the next s-like orbital is 

localized on the Na3 + fragment, the third is a p-like bonding orbital 

distributed over the two fragments, and the highest orbital is localized on 

the larger fragment. 
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ABSTRACT. The reactive channel (dissociative adsorption of the molecule on the cluster) of 
the D2 + Nil3 collision system is studied via quasiclassical molecular dynamics simulations. 
The effects of the initial rovibrational state of the molecule and of the cluster structure are 
examined. Pronounced mode-selectivity of the reaction and a strong structure-reactivity 
correlation are found. A technique to analyze cluster-molecule complex ("resonance") formation 
is presented and used to characterize the direct vs indirect reaction pathways, the probability of 
formation of reactive resonances and their lifetimes. 

I.  Introduction 

There is much overlap between the problems posed by atomic clusters and atomic nuclei 
(clusters of nucleons) considered as N-body systems, although the nature of the "bodies" and 
the forces acting between them are quite different in these systems. A variety of concepts and 
approaches, such as the liquid drop model, shell structure, stability vs. metastability, Coulomb 
explosion, etc., originally developed by nuclear physicists, have been adopted and used with 
success in the relatively young and rapidly developing field of cluster research. The different 
phenomena accompanying collisions involving clusters, on the one hand, and nuclei, on the 
other, are also similar. These include fusion, fission and inelastic scattering. The cluster 
analog of nuclear reactions is chemical reactions (breaking and forming bonds). 

Here we present a brief discussion of a simulation study of the collision of a D2 molecule 
with a Nil3 cluster. We focus on the reactive channel of the interaction, i.e., on the dissociative 
adsorption of the molecule on the cluster. Cluster-molecule reactions play an essential role in a 
variety of technologies, e.g., in heterogeneous catalysis, as well as in natural and environment- 
related phenomena. Therefore, understanding of the mechanisms of cluster-molecule 
interactions and of the factors affecting these interactions is of substantial importance. In 
section II, we outline the theoretical background. In section III the numerical results and their 
discussion are presented. Particular attention is paid to the role of molecularly adsorbed 
precursor states in dissociative adsorption. A summary is given in section IV. 

II. Theoretical Background 

We consider the process of collision of a D2 molecule with a Nil3 cluster and characterize 
all the possible channels of the interaction, which include adsorption of the molecule on the 
cluster and its scattering from the cluster, as functions of the initial state of the collision system. 
The adsorption may be molecular or dissociative ("reactive"). Unless energy is dissipated from 
the system, the adsorbed molecule eventually either dissociates on the cluster (the reaction of D- 
D bond breaking and D-cluster bond formation is exothermic) or desorbs from the cluster. 
After dissociation the atoms may recombine again and the reborn molecule may desorb from the 
cluster. 

The initial state of the molecule-cluster collision system is specified as follows. The initial 
coordinates and momenta of the D atoms are selected in accordance with a quasiclassical 
prescription [1] to yield an energy corresponding to a given quantal vibrational vi and rotational 
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Ji state of the D2 molecule (the subscript 'T' stands for "initial".). The molecule is supplied a 
given amount of initial relative translational (collision) energy E~r and sent towards the cluster 
with a specified impact parameter b. The center of mass of the Nil3 cluster, which is prepared 
in one of the three geometries - icosahedral (ico), cuboctahedral (cubo) or hexagonal close- 
packed (hcp) - is placed initially at a distance of 8.5A ("asymptotically far") from the center of 
mass of the molecule. The initial momenta of the Ni atoms are chosen to yield zero total linear 
and angular momenta and a cluster temperature T defined as 

2<Ek> 
T - (3n-6)k ' (1) 

where n and Ek are the number of atoms and the internal kinetic energy of the cluster, k is the 
Boltzmann constant, and < > denotes a long-time average. 

The time evolution of the system is generated by solving numerically Hamilton's equations 
of motion for all the degrees of freedom. The forces acting on the atoms are calculated from a 
combined embedded-atom (EA)-LEPS (London-Eyring-Polanyi-Sato) potential 

V = VEA + VLEPS. (2) 

The embedded-atom potential VEA describes the interaction between the Ni atoms in the 
cluster. We are using Voter and Chen's parametrization of VEA[2], which in addition to proper- 
ties of the bulk nickel incorporates also the binding energy and the equilibrium bond length of 
Ni2; it may, thus, be expected to have a higher degree of adequacy for clusters. We have found 
that of the three structures considered the icosahedron is the most stable geometry of Nil3 de- 
scribed by this potential. The cubo and hcp structures are almost degenerate energetically and 
are by about 1.6 eV less stable (Fig. 1). The LEPS potential is representing the D-D and D-clus- 
ter interactions. We employ as VLEPS the potential energy surface (PES) II of Raghavan, Stave 
and Deristo (RSD) [3] modified by a smoothing function used by Truong et al. [4] (details will 
be presented elsewhere). The reason for selecting PESII is that it is fitted to the binding charac- 
teristics of an H atom on a threefold face of an icosahedral Nil3 as calculated using the so-called 
corrected effective medium approach [3]; the parameters of PESI of RSD are chosen to mimic 
the dissociative chemisorption of H2 on different faces of the (fcc) bulk nickel [5]. 

:¢: 
leo hep cubo 

Figure 1. The icosahedral, hexagonal close-packed, and cuboctahedral structures of Nil3. Their 
equilibrium energies, as defined by VEA (see text), are -41.12 eV, -39.53 eV, and -39.51 eV, 
respectively. 

The phase space trajectories are generated using a fourth-order variable step-size predictor- 
corrector propagator. With the maximal step-size of 5 × 10-16-10 "15 s, the total energy and total 
linear and angular momenta are conserved in individual runs within 0.03-0.15%. Each 
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trajectory is propagated until the molecule either dissociates on the cluster or departs after 
collision with it back into the asymptotic region. The molecule is considered as dissociated if 
and when the D-D distance reaches the value of 2.223/~ (three times the equilibrium bond length 
of the D2 molecule). Since when the dissociation criterion is met the trajectory is terminated, a 
possible recombination and subsequent desorption of the molecule are precluded, 

The different channels of the interaction are characterized quantitatively in terms of 
probabilities, cross sections, rate constants, etc. labeled by the initial (and, in the case of 
nonreactive collision, final) state of the molecule and of the cluster. Batches of at least N=500 
trajectories were run for each set of initial conditions, which include the values of Eitr and b; in 
certain cases as many as N=4000 trajectories were run in a batch to allow for an extraction of 
some more delicate characteristics - see section IlL The trajectories in a given batch differ by 
the initial phase of the D2 oscillator and by the initial relative orientation of the molecule and of 
the cluster. The state-labeled probability PviJi,T,...(Eitr,b) of a process of interest is calculated as 

~ i 
Nvi,Ji,T,...(Etr,b) i 

Pvi'Ji'T""(Etr'b) - N ' (3) 

where lql.., is the number of trajectories that results in that process. The cross sections 
c%i,Ji,T,...(E~) are computed in accordance with 

bmax 

Ovi,Ji,T,...(Eitr) = 2~ fbPvi,Ji,T,...(Eitr,b)db , 
O 

(4) 

where bmax is the upper limiting value of the impact parameters contributing to the process 
considered. The rate constants ~:...(Ttr) are obtained using the formula 

o o  i 

f 2 ",,3/2 f i i ¢ Etr~ i : j J 
0 

(5) 

where Ix is the reduced mass of the cluster-molecule collision system and Ttr is the Izanslational 
(or collisional") temperature. The activation energies E A . _ are derived by fitting the low- 

vi , j ; . t  .... 
temperature segments of the rate constants to the Arrhenius formula 

(%T:/ 
•vi,Ji,T,...(Ttr) = Avi,Ji,T,...exp RT~ ) '  (6) 

where R is the universal gas constant. 
As mentioned, the reaction (dissociative adsorption of the molecule on the cluster) may be 

direct or indirect. The latter involves an intermediate state of molecular adsorption; we shall 
refer to the transient complexes formed by the cluster and the molecule as "resonances". The 
resonances that eventually lead to dissociative (i.e., atomic) adsorption are the "reactive 
resonances". The characteristic lifetime ~...(Eitr,b) of the reactive resonances can be determined 
in the following way. Let pDR (Eitr,b) be the probability of the direct reaction and P.I.R.(Eitr, b ) - 
the probability of the indirect reaction (or, equivalently, of the formation of reactive resonances); 
cf. Eq. (3). The reaction probability P..R.(Eitr, b ) is the sum PD.g(Eitr,b)+pI.R.(Eitr,b). In order to 
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calculate p.R.. in numerical simulations correctly, one should assure that the individual 
trajectories in a batch are run long enough to allow for the reactive resonances to decay (i.e., for 
the adsorbed molecule to dissociate); the mentioned above criteria for termination of a trajectory 
guarantee this. If  one introduces a grid tr on the length of propagation of the individual 
trajectories, one can calculate a time-dependent reaction probability P..P'(Eitr,bltr). Clearly, if the 
value of tr is less than the " arrival time" tar, which is the time needed for the molecule to reach 
the cluster, P.R(Eitr,bltr)=0. Assuming that the dissociation of the molecule is an instantaneous 
process, one defines tar as the value of tr at which P..g.(Eitr, bltr) changes its value from zero to 
p.D..R (Eitr,b). If  the probability of the direct reaction is zero, tar is the largest value of tr at which 
p.R (E~r,bltr)=0. The dependence of tar on the initial phase of the D2 oscillator and on the initial 
orientation of the molecule with respect to the cluster is neglected. Obviously, for tr>tar, 
p.R (Eitr,bltr) is a monotonically increasing function of tr: as tr increases, the number of surviving 
reactive resonances decreases and more trajectories are counted are reactive. The maximal value 
of P.R(Eitr,bltr) is P..R.(Eitr,b). If  ~l...(Eitr,b ) is the rate constant of decay of the reactive 
resonances and t=tr-tar, then for t.>_0 

R i DR i IR i e-I~d(Eitr,b) t ] P... (Etr, blt) = P... (Err,b) + P...(Etr,b)[1 

= p..g. (Eitr,b) - E'.R.(Eitr, b)e')cd'(Eir'b)t. (7) 

Equation (7) can be rewritten as 

R i In [P.R.(Eitr,b ) - P...(Etr,bk)] = -  ~..(Eitr,b)t + lnP!.R.(Eitr,b ) . (8) 

Calculating numerically the left-hand-side (lhs) of Eq. (8).on a t-grid and fitting the data by 
1 a linear function, one obtains the decay rate constant ~l...(Etr, b ) and the reactive resonance 

formation . • IR i probablhty P...(Etr,b ). Note that replacing t by tr (=tar+t) in Eq. (8) changes the 
right-hand-side of this equation by a constant but does not affect the slope of its graph. Thus, if 
one is interested only in i ~...(Etr,b), it is sufficient to compute the lhs of Eq. (8) on a tr-grid, 
which eliminates the necessity of determining tar(Eitr,b). The inverse of ~...(Eitr,b) is the 
characteristic lifetime "r(Eitr,b) of the reactive resonances. 

One can introduce an effective, averaged over b (and, thus, b-independent), decay rate 
constant ~d.. (Eitr,b). This rate constant can be obtained by calculating the lhs of the equation (9) 
[cf. Eqs. (4), (7) and (8)], 

In [(o~...(Eitr) - ~R. (Eitrlt)] =_ ~:.d. (Eitr)t + ln~LR. (Eitr), (9) 

on a t-grid and fitting the data by a linear function. The E~-dependent effective lifetime ~...(Eitr) 
of the reactive resonances is the inverse of ~.. (Eitr). 

I I I .  R e s u l t s  and D i s c u s s i o n  

We present and discuss here results characterizing the reactive channel of the D2 + Nil3 
collision system. Earlier accounts of our findings for this system are given in Refs. 6-8; cf. 
also Ref. 3. The fundamental questions pertaining to the reaction of a molecule with a cluster 
include the following: 1) How does the total energy of the system, in general, and the initial 
rotational and vibrational energy of the molecule, in particular, affect the reaction? 2) What are 
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the effects of the structure of the cluster and of its temperature? 3) Is the dissociative adsorption 
of the molecule a direct process or may it also involve molecularly adsorbed precursor states 
(resonances)? What is the contribution of the direct process and of the resonances into the 
reaction? What are the characteristics (probability of formation and lifetime) of the reactive 
resonances? 
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Figure 2. Reaction cross sections as functions of the collision energy for a room-temperature 
ico Nil3 and different initial rovibrational states of D2. 

In Fig. 2 the reaction cross sections for a D2 colliding with a room-temperature (T=298 K) 
ico Nil3 are shown. The graphs clearly indicate that the larger the total energy of the system, 
the more readily the molecule dissociates on the cluster. The cross sections increase mono- 
tonically with E~ for all the different initial rovibrational states of the molecule. They also dis- 
play (vi,Ji)-dependent thresholds to the reaction. In addition to the ground state of the molecule, 
data are presented also for (vi=0, ji=3), the most populated state of D2 at room temperature, and 
the (vi=l, ji=0) and (vi=0, ji=10) states, which are almost degenerate energetically. The 
comparison of the cross sections for the latter two states points to the mode-selectivity of the 
reaction: a given amount of energy initially in a vibrational (vi=l) mode only results in a 
considerably larger reaction cross section than the same amount of energy shared by a vibra- 
tional (vi=0) and a rotational (ji=10) mode. We have found that changing the temperature of the 
ico cluster in the range T=0-298 K does not affect its reactivity with D2(vi=0, ji---0). 

Typical data for the rate constants are displayed in Fig. 3. While the overall temperature- 
dependence is non-Arrhenius, the points corresponding to the low Ttr-values can be fitted by 
Eq. (6). We have found for all cases that the extracted from the fits (vi,ji)-dependent activation 
energies E.A.. are in quantitative agreement with the corresponding (vi,ji)-dependent threshold 
energies of Fig. 2. This allows one to interpret the threshold energies as measures of the (vi,Ji)- 
dependent dynamical barriers for dissociative adsorption of D2 on an ico Nil3. 

The reaction cross sections for the cubo and hcp Nil3 are shown in Fig. 4. Since these 
isomers are, as defined by VEA, metastable, they were prepared initially at T=0 K. Analyzing 
the structure-reactivity correlation one notices that, on the one hand, the cross sections for the 
cubo and hcp structures are similar in magnitude and in their behavior as functions of Eitr . On 
the other hand, they are very different from the corresponding cross sections for the ico isomer. 
The differences are both quantitative and qualitative. The cubo and hcp Nil3 are noticeably 



174 

-20 . . . .  , . . . .  , . . . .  , . . . .  , . . . .  

-30 ~ • EA=3.304 kca l lmol  (0.14 eV) 

"40 ~ o EA=3.307 kcal /mol (0.14 oV) 

-50 

g 
-~ -70 -- ,li =0 

. oo . . . . . . . .  v: I 
-1 O0 

0 10 20 30 40 50 

10 "3/Ttr (K) 
Figure 3. The points are the calculated reaction rate constants as functions of the collisional 
temperature Ttr for a room-temperature ico Nil3 and two different (vi,ji)-states of D2 (the 
magnitude of A is chosen to be 1). The straight lines are the low-Ttr fits. The activation 
energies E A are calculated from the slopes of these lines. 

more reactive than the ico Nil3. Although all three isomers share the feature of mode-selective 
reactivity, the cross sections for the cubo and hcp structures exhibit virtually no thresholds, and 
their change with Eitr is nonmonotonic. The main differences are in the low collision energy 
region, where the reaction cross sections for the cubo and hcp Nil3 exhibit (local) peaks. At 
low Eitr'S the molecule approaches the surface of the cluster slowly, spends more time in its 
vicinity and, thus, is more sensitive to its topology. The  topologically similar surfaces of the 
cubo and hcp isomers are comprised of threefold and fourfold faces, while that of the ico isomer 
- only of threefold faces. The reaction causes the cubo and hcp Nil3 to convert into an ico. One 
can still characterize the reactivity of the different isomers of this cluster since the time scale of 
its possible structural rearrangements induced by the collision with the D2 molecule is longer 
than the time scale of the reaction. The only possible exception is the case of very long-lived 
reactive resonances, when the resonance lifetime may compete with the isomerization time. But 
even in this case, the molecule attaches itself to a cluster with a well defined initial structure. 
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Figure 5. Segments of the time-dependent reaction probabilities as functions of the trajectory 
propagation time tr for a zero-temperature cubo Nil3, (vi=l, ji=0), b=0.25A and different 
values of Eitr . The dashed lines are local polynomial fits. The arrows indicate the inflexion 
Points that define the probabilities of the direct reaction (see text; cf. Table 1). 

We turn now to the analysis of the direct vs indirect reaction pathways. In Fig. 5 segments of 
the time-dependent reaction probabilities P~(Eitr,bltr) are plotted for the cubo Nil3, (vi=l, ji=0), 
b---0.25A and different values of E~. According to the discussion of section a l II, P...(Etr, bltr) has 

DR i to change its value discontinuously from zero to P ... (Etr,bltr) at tr=tar, if the probability of the 
direct reaction is nonzero. None of the graphs in Fi.g. 5, however, shows a discontinuous 
change. Does it mean that, independently of whether E~ is low or high, the probability of the 
direct reaction is zero? The graphs of Fig. 5 display another seemingly "disturbing" feature. It 

R i follows from Eq. (7) that the rate of change of P...(Etr, bltr ) with tr is ~...PI..g..exp(-~d..tr), 
which is a decreasing function of tr, provided la z P...(Etr,b)>0. This implies that the curves 
representing the tr-dependence of P.~ (Eitr,bltr) cannot be concave anywhere. The low-tr ends of 
the graphs in Fig. 5 are, however, clearly concave. The reason for the "peculiar" features of 
these graphs is the following. The criterion for the dissociation of the molecule (see section II) 
makes the direct reaction a noninstantaneous event. After the molecule "hits" the cluster at tr=tar 
a small but finite "induction" time At is required for the D-D bond to reach the value defined by 
the dissociation criterion and, thus, for the event to be registered as a reaction. The value of At 
is different for different trajectories in a batch since it depends on the initial phase of the D2 
oscillator and on the initial orientation of the molecule with respect to the cluster; strictly 
speaking, so does also tar. If  Atmax is the largest At in a batch, the concave parts of the graphs 
in Fig. 5 correspond to the time segments [tar, tar+Atmax]. If Atmax is small enough, so that the 

R i contribution of the reactive resonances into P... (Etr,bltr) can be neglected for tr<tar+Atmax (this 
can be achieved by a judicious choice of the dissociation criterion), then 

DR i R i R i P -.. (Etr, bltr)=P...(Etr, bltar+Atmax). Practically P~.g. (Eitr, b) is found as the value of P...(Etr,bltr) 
at the inflexion points of the graphs in Fig. 5. The inflexion points are determined from local 
polynomial fits of the calculated p..R.(Eitr,bltr) values. 

Figure 6 illustrates the determination of the decay rate constants ~..(Eitr,b) as described in 
section II. The points corresponding to tr<tar+Atmax do not carry information on the reactive 
resonances and therefore they are excluded from the fits. The lifetimes ~...(Eitr,b) of the reactive 
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resonances for cubo Nil3, (vi=l, ji=0), b=0.25A and different values of Eitr are listed in 
Table 1. 

0 . 0 0  . . . .  ~ . . . .  , . . . .  ~ . . . .  , . . . .  , . . . .  , . . . .  ~ . . . .  

- 0 . 5 0  

- 1 . 0 0  

~-- - 1 . 5 0  

- 2 . 0 0  

- 2 . 5 0  

- 3 . 0 0  
0 . 0 5  

a )  
% b) 

. . . .  i . . . . .  

0 . 1  0 . 1 5  0 . 2  

E l t r ( e V )  
a )  0 . 9 0  
b )  0 . 5 0  
c )  0 . 3 0  
d )  0 . 0 3 8  

d )  

, , , i . . . .  i . . . .  t . . . .  i . . . .  

0 . 2 5  0 . 3  0 . 3 5  0 . 4  0 . 4 5  

t r ( P S )  

Figure 6. The points are the values of the lhs of Eq. (8) [denoted as rl] calculated on a tr-grid 
for a zero-temperature cubo Nil3, (vi=l, ji=0), b=0.25A and different values of Eitr . The slopes 
of the lines are the corresponding reactive resonance decay rate constants. 

DR Also shown are the corresponding probabilities of the direct reaction P.. .  (E~,b) and of the reac- 
tive resonance formation P.m..(Eitr,b ), as well as the fractional contribution ~ =  DR R P.. . /P.. . '100% 
of the direct process to the reaction. The lifetime of the reactive resonances decreases as Eitr 
increases. The fractional contribution of the direct process exhibits a tendency to grow with E~r. 
Noticing that for Eitr=0.038 eV the lifetime of the resonances is relatively long (on the time-scale 
of the zero-point vibrational period of D2, which is -0.01 ps) and that the value of p.O..l} and fD.R 
are very small, one concludes that the sharp peak in the reaction cross section at low collision 
energies (Fig. 4) is almost exclusively due to the reactive resonances. On the other hand, as 
Eitr~0.9 eV, the resonance lifetime decreases to -0.01 ps and although fDR grows only to 
26%, the reaction can be viewed as almost direct. With an increase of the impact parameter, the 
lifetime of the reactive resonances tends to increase also [8]. 

Table 1. Probabilities of the direct (p.D.R) and indirect (E!~) reaction, fractional contribution of 
the direct reaction (f.D..R) and reactive resonance lifetimes ( 'L)  for a zero-temperature cubo 
Nil 3, (vi=l, ji=0), b=0.25A and different values of Eitr . 

E ~ , ( e V )  

p.p.R 

x(ps) 

0.038 0.30 0.50 0.90 

0.06 0.11 0.20  

0.44 0.39 

12 22 

0.07 0.03 

0.13 

0,52 

19 

0,02 

0.57 

26 

0.01 
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IV. Summary 

We presented results on collision-induced dissociative adsorption of a D2 molecule on a 
Nil3 cluster obtained using quasiclassical trajectory simulations. The effects of the total energy 
of the system as well as of the initial partitioning of the energy between the different molecular 
degrees of freedom were examined. The reaction is mode-selective: energizing D2 vibrationally 
promotes its dissociative adsorption on Nil3 more efficiently than splitting the same amount of 
energy between a vibrational and a rotational mode. The structure of the cluster affects its 
reactivity both quantitatively and qualitatively. The more stable ico form of Nil3 is less reactive 
than its cubo and hcp isomers. The Eitr-dependence of the reaction cross section for the 
topologically similar cubo and hcp structures is very different from that for the ico geometry. 
An analysis is presented which allows one to differentiate between and to characterize 
quantitatively the direct and indirect reaction pathways and to calculate the lifetimes of the 
reactive resonances. Work is in progress towards obtaining the cross sections for the direct and 
indirect reaction and on examining the effect of heating the cluster to elevated temperatures on its 
reactivity. 
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Introduction 

The knowledge of the frequency spectrum of a cluster plays an important role both for 

the interpretation of static and structural properties as well as for the dynamical 

behaviour. This includes such quantities as the thermal free energy and the specific heat, 

the melting and condensation processes, and the excitation or deexcitation of the 

vibrational modes [1]. The latter process is of special interest, since it is very sensitive to 

the transition of the cluster from the discrete spectrum of vibrational modes of the 

molecular system to the lattice vibrations and the continuous phonon dispersion curves 

of the solid. The theoretical methods to study these topics reach from the classical 

normal mode analysis over molecular dynamics simulations to complete quantum 

calculations of the lattice dynamics. Especially appealing for the study of surface modes 

of clusters is the calculation of collective excitations in the liquid drop model of nuclear 

physics. The experimental methods include IR- and Raman-spectroscopy for the 

molecular systems and neutron, electron or He atom scattering for probing bulk and 

surface phonons, respectively. From all these methods the scattering of He atoms 

appears to be the most general process to study the vibrational spectra of clusters, since 

this method is mainly sensitive to surface properties and obeys nearly no selection rules. 

In the last 10 years it has been developed into a very successful and reliable method for 

measuring surface phonous of the solid and for deriving a series of very interesting 

surface properties [2]. In the present paper we report first measurements of He atom 

scattering from large Arn clusters in the range from n = 30 to n -~ 4500. There are mainly 

two different types of observables: (1) The angular distributions, which contain among 

other things information about the geometry and the size of the investigated objects 

through the diffraction oscillations. (2) The inelastic energy transfer, which is related to 

the excitation of the vibrational modes and which is measured by time-of-flight analysis 

of the scattered He atom. 
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Experimental 

The experiments have been carried out in a crossed molecular beam machine which is 

described elsewhere [3]. Essentially it consists of a He supersonic nozzle beam and a 

cluster beam for the target which intersect at an angle of 900, and a detector with an 

electron-bombardment ionizer and a quadrupole mass filter operating under ultrahigh 

vacuum conditions. The angular dependence is measured by rotating the source assembly 

relative to the fixed detector position. The velocity of the scattered He atoms is 

measured by time-of-flight analysis using the pseudorandom chopping technique with a 

flight path of 450 ram. 

The helium atom beam is produced by expansion of the gas under high stagnation 

pressure (typically 30 bar) through a small orifice (diameter 30/an) into the vacuum. 

Most of the measurements were carried out at a temperature of To = 77 K. With a speed 

ratio of S = 90 an internal temperature of lower than 0.1 K and a corresponding relative 

width of the velocity distribution of Av/v = 0.018 is obtained. This leads at collision 

energies of about 25 meV to a resolution of better than 1 meV. The cluster beam is 

generated by expansion from stagnation pressures of 1.2 to 5.0 bar through different 

nozzles of conical shape [4] which vary in diameter (60/~n to 130 #m), length (1 ram, 

10 mm) and opening angle (200 to 300). The beam contains only a distribution of cluster 

sizes. The maximum can be shifted to nearly any desired position by varying the 

different shape parameters of the nozzle and the stagnation pressure. The corresponding 

average cluster sizes ~ are taken from measurements by mass spectrometry [5,6] and 

electron diffraction [7] making use of special scaling laws [8]. It is interesting to note that 

the velocity analysis of the Ar-beam which contains a fraction of large clusters gave two 

contributions: a faster one at 615 m/s, which is attributed to the remaining Ar 

monomers and a slower one at 500 m/s, which is attributed to the clusters and is about 

the same for all cluster sizes. 

Angular distributions 

Angular distributions or, in the language of scattering experiments, the total differential 

cross sections, have been measured for different collision energies and cluster sizes 

ranging from E = 70 meV, n = 70 to E = 25.0 meV, ~ = 55, ~ = 115, fi = 2100 and ~ = 4500 

for deflection angles between 30 and 800. They can be characterized by three different 

regions. (1) At small angles up to 300 they are all dominated by an oscillation of the 

same large angular separation. (2) Then an angular range (30-600) follows with 

oscillations of smaller angular separation which varies with cluster size. (3) Finally, an 

unregular type of intensity fluctuations is observed between 500 and 800 which also 
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depends on cluster size. A typical example is shown in Fig. 1 for ~ = 55 and 

E = 25.0 meV which clearly shows the oscillations of type (1) and (2), but not the 

intensity fluctuations of type (3). The oscillation can be attributed to diffraction which 

gives for the angular separation [9] 

in which k is the wavenumber, and Ro the range of the repulsive potential which is 

closely related to the diameter of the particle. Simple calculations of the elastic total 

differential cross sections show that the oscillations of type (1) can be reproduced by 

He-Ar scattering, that is the scattering from the monomers in the beam. The 

comparison with the measured data, also given in Fig. 1, shows good agreement in the 

position of the oscillations. In order to reproduce the oscillations of type (2), similar 

calculations have been carried out for different cluster sizes using the model of a sphere 

of homogeneously distributed Lennard-Jones (12-6) potentials [10]. The comparison is 

also shown in Fig. 1. To get, however, good agreement with the data of ~ = 55, the 

parameter Ro had to be lowered appreciably from 8.1/~ to 4.8 .~. A possible explanation 

is that the model overestimated the Ro value and thus the size of the cluster. This 

suggestion, however, proved to be incorrect. A more precise evaluation of the interaction 

potential of He-Ar55 based on realistic interactions 

t~ 

10' 

10 ~ 

102 

1o' 

He+ Ar  

H e , A t  n 

0 10 20 30 40 50 60 70 80 
Lab. angle / degree 

Figure 1: Measured angular distribtution for tIe+Ar55 scattering. The solid lines are 
calculations based on the potentials for n = 1 and a cluster of reduced size. 
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and the icosahedral structure of the duster gives about the same value Ro = 8.0 .~ for the 

most probable configuration of the approach of the He-atom to the face of the n = 55 

icosahedron. Similar results were obtained for two other cluster sizes ~ -- 115, which had 

to be lowered from 10.3 A to 8.1/~ which means to size n = 55 and n = 2100 for which Ro 

decreased from 26.8/~ to 15.6/~. Thus we conclude that the prehminary determination 

of cluster sizes based on diffraction oscillations is not in agreement with the commonly 

accepted scaling based on the source parameters. Further measurements have to be 

performed to clarify this problem. In the further course of the paper we keep the original 

notation based on the source data but keep in mind that the cluster size is probably 

smaller than indicated by the scaling procedure. 

Vibrational dynamics 

The information on the vibrational state density is obtained from time-of-flight (TOF) 

spectra taken at different laboratory deflection angles. Measurements were carried out at 

a collision energy of about 25.0 meV for ~ = 40 at 0 = 50, 100, for ~ = 55 at O = 300, for 

= 80 at O --- 300, for n = 115 at 0 = 300, 360, 500, and for n = 3000 at e = 300. Typical 

examples for ~ = 40 at 100 and ~ = 80 at 300 are shown in Fig. 2. From the measured 

beam velocities, the positions of elastically scattered monomers and clusters are known. 

They are used in a Monte-Carlo fitting procedure in which also the experimental 

resolution of the apparatus based on the measured velocity distributions and angular 

divergencies are properly taken into account [11]. The remaining intensities are 

attributed to inelastic transitions and the TOF-spectra are marked by the corresponding 

energy transfer AE in meV starting from the elastic scattering of the cluster. The 

monomer scattering, marked by n = 1, can be easily distinguished from the cluster 

scattering because of the different velocities. It  is noted that for small cluster sizes, the 

TOF spectra give directly the vibrational modes which are excited in the collisions with 

He. The additional constraint for the momentum of the phonon which leads to a 

different procedure for obtaining bulk and surface phonon spectra of the solid [2] is 

probably only valid for very large clusters. The results for O = 100 indicate that the 

energy transfer is small with a most probable value of 1 meV and a maximum value of 

2 meV. The results for O = 30o are quite different. Now the most probable energy 

transfer is found at AE = 4 meV with an additional peak at AE = 2 meV and the largest 

detectable energy transfer does not exceed AE = 8 meV. The results for the other cluster 

sizes and larger angles differ in details but agree as far as the general cut off of the 

intensity at AE = 10 meV is concerned. 
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How do these experimental findings compare with what is known about the density of 

vibrational states from experiments or calculations? The measured bulk phonon density 

of solid Ar at 10 K shows a large peak at 8 meV which is caused by the longitudinal 

motion and a second peak around 5 meV from the transverse branch with the 

characteristic van Hove singularities. For clusters or particles of finite size only 

calculations are available. The methods include Molecular Dynamics (MD) simulations 

from which the frequency spectrum is obtained by the Fourier transform of the velocity 

autocorrelation function [13-16]. Other calculations are based on the collective motion of 

elastic vibrations of solid [17,18] or density fluctuations of liquid material [19] which 

manifests itself in the excitation of spheroidal or torsional modes [17,18] and shape or 

compression oscillations [19], respectively. The results of all calculations treating large 

clusters n = 55,135, 419 and 14000 [14,17] or finite layers and nearly spherical blobs [13] 

can be summerized as follows. In addition to the peaks which already appear for the bulk 

material at 5 meV and 8 meV two further peaks are recognized at smaller frequencies at 

about 2-3 meV and at about 1.2 meV. They are attributed to surface modes with 
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amplitudes normal to the surface and edge atoms, respectively. The overall size of the 

particles is reflected only in the relative amount of the intensities of the different modes 

to each other. Bulldike modes are less probable than surface modes in particles with a 

large surface-to-volume ratio and vice versa. We demonstrate this with a calculation of 

the vibrational modes of At55 which has icosahedral structure with one central atom, a 

complete inner and outer shell. Fig. 3 shows the spectrum obtained in MD-simulations 

from the Fourier transform of the velocity autocorrelation function for T = 1.0 K and 30 

K. At the low temperature a completely resolved line spectrum is seen and with the help 

of a normal mode analysis each line can be identified. The single line at 10 meV is 

mainly attributed to the motion of the central atom, the group of lines between 5 and 8 

meV is caused by the inner shell, while the frequencies around 2-3 meV are resulting 

from the outer shell. This picture is in good agreement with the simulations of smaller 

systems [15,16] as well as with the results discussed earlier. The direct comparison with 

the experimental results gives qualitative agreement with the experimental curve 

obtained for fi = 115 and T = 33 K. The temperature is in good agreement with the 

results obtained by electron diffraction [20]. The necessary reduction of the size to n = 55 

corresponds nicely with what has been found in the diffraction experiment. 
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Snmmal~ 

These first results on the measurement of the vibrational frequency spectrum of free 

dusters by He atom scattering look very promising and open a range of new 

experimental possibilities. The great advantage of this technique is the general 
applicability to any kind of system and any kind of vibrational spectrum. The 
disadvantage is, of course, the low intensity of the scattered signal and the preparation 
of the cluster target which has to be prepared as monosized as possible. 
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Introduction 

Research on C60 and the fullerenes has been increasing at a phenomenal rate 
since the discovery of W. Kr~tschmer of a simple method to produce macroscopic 
amounts of the material [1]. In particular the Kr#.tschmer discovery made possible 
the final confirmation of the much hypothesized and fiercely debated "soccer ball" 
structure of C60. Due to its very high symmetry and extraordinary properties this 
cluster/molecule is proving to be a fascinating object of study in many branches of 

pure and applied research. Collision experiments with the fullerenes are only just 

beginning but already very interesting and unexpected results have been obtained. 

Here we describe two aspects of collisions between C60 + and rare gases carried 

out in a tandem time-of-flight mass spectrometer: Mass spectra produced on 
collisional fragmentation of C60 + show a marked bimodal distribution which, 
together with the collisional energy dependence of the fragmentation process, 

provides very strong evidence for the occurence of cluster fission rather than 
statistical evaporation of particles. In the same mass spectra additional peaks can 

be seen under certain conditions, first discovered by Schwarz and co-workers [2], 

which are due to the formation of endohedral compounds between the target atom 

and C60 +. The collision energy dependence of this fascinating process in which a 

He (or Ne) atom can penetrate a C6 ring and be trapped inside the carbon cage will 

also be discussed. 

Preliminary results from the first mass-selected cluster-cluster collision experiments 
(Cso + + C60) are reported for a collision energy of 850 eV in the laboratory frame of 
reference. In addition to fragmentation of C60 +, cluster fusion is observed leading to 
products in the mass range C90 + to C120 +. 
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Experimental setup 

A schematic diagram of the apparatus is shown in Fig. 1. The 060 + beam is 
produced by low fluence UV laser desorption of commercially available [3] C60/070 

deposited on an aluminium plate. Positively charged C60 + and C70 + ions are 
produced directly by the laser with very little fragmentation occuring [4] and are 
accelerated away from the surface by a constant electric field. C60 + is mass 
selected, by using a pulsed electric field to remove C70 + and any fragment ions 
from the flight path, and enters a collision chamber containing the target gas. After 
the collision the C60 + and product ions are mass selected in a reflectron time-of- 
flight mass spectrometer and detected by two channel plates operated in the 
Chevron configuration. The signal is read into a transient recorder and signal 
averager with transfer to a XT 286 PC via a CAMAC interface. The laboratory 
collision energy of the C60 + investigated ranged from 200 eV to 6.3 keV with an 
energy spread of 15+5 eV. The collision energy is scanned during an experimental 
run by changing the potential on the collision cell. A retarding field energy analyser 
placed immediately before the channel plates can be used to determine the energy 
of parent and product ions. The pressure in the collision cell was kept within the 

single-collision regime as checked by measuring the pressure dependence of the 
product signal. For more details of the experimental method see [5,6]. 
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Fig. 1. Schematic diagram of the SOCCER apparatus (scattering of carbon 
clusters energy r_esolved) 
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Collision induced fragmentation 

A typical mass spectrum produced on collisions between C60 + and Ar in the keV 
laboratory energy range is shown in Fig. 2. Due to the large mass of the projectile 
compared to the target, a laboratory energy of 1.2 keV corresponds to a centre of 
mass energy of only 63 eV. Interesting is the bimodal fragment distribution with a 

large fragment range peaking at C50 + and a small fragment range peaking at C15 +. 

The normal fragmentation path followed by C60 + and the other fullerenes is the loss 

of units of C2 as seen in metastable decay of hot clusters [7,8] and in 
photofragmentation of mass-selected clusters [9]. The binding energy of a C2 
"monomer" in the fullerenes is approximately 4 eV [10,11]. If one considers the 

fragmentation to occur via statistical evaporation of C2, one can quickly estimate, 
using standard RRK theory, that due to the very large number of degrees of freedom 
in C60 + and the large binding energy, at least 50 eV internal energy is needed to 
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Mass spectrum observed on fragmentation of C60 + in collision with Ar 
at a laboratory collision energy of 1.2 keV corresponding to 63 eV in 
the centre of mass reference frame. 
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observe significant loss of C2. In order to observe the fragmentation pattern in Fig. 2 

much more than 50 eV is required for statistical fragmentation with only a maximum 

63 eV available in the collision. The observed distribution can not be due to 

statistical evaporation but must be due to collision induced fission of the C6o +. This 

hypothesis is supported by considering the small fragments formed in the collision. 

Positively charged carbon clusters with n = 11, 15, 19, 23 appear as "magic 

numbers" in carbon cluster spectra produced by laser vaporisation of graphite [12]. 

One reason for this is that the corresponding neutral clusters have exceptionally 

low ionisation potentials, in the range 7.2 - 7.45 eV [13], which are certainly 

comparable to if not less than the ionisation potentials of the fullerenes in the range 

n = 30 - 50 [14]. In the collision experiment we thus detect the fission product with 

the smallest ionisation potential. 
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Fig.3. Ratio of fragment ion intensity to total ion intensity as a function of 
centre of mass collision energy for different target gases. Upper points 
give integrated intensity of large fragments in the range 032 + to 

C58+: ~ He, x Ne, + Ar, V CO2. Lower points give integrated intensity 

of small fragments in the range C + to C28+: A Ne, • Ar ,+ CO2. 
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Collision energy scans were carried out over a large range of energies with 

different target gases. In Fig. 3 the integrated intensities of the two fragment mass 

ranges are plotted against centre of mass energy. Within the statistical errors in the 

measurements the results from the different target gases agree more or less with 

one another. What determines the efficiency of the fission process is obviously the 

energy available rather than the details of the interaction potential. The threshold 

for production of the large fragments occurs at approximately 10 eV which is also a 

reasonable estimate for the energetic barrier for C2 loss from C60 + obtained from 

simple bond making and breaking considerations. One can make similar estimates 

for other fission mechanisms. For example the energetic threshold for the process 

C60 + + Target -> C50 + + C10 + Target 
turns out to be about 15 eV if two joined hexagons are removed from C60+: One 

needs to break 8 single bonds in C60 + leaving 46 single bonds and 25 double 

bonds; the stable form of C50 + has 50 single bonds and 25 double bonds so that 4 

single bonds then have to be formed leaving an energy balance of (8-4) = 4 single 

bonds (4 x 3.6 eV = 14.4 eV). Similarly, it is energetically possible to obtain the 

small fragments at centre of mass collision energies beyond about 23 eV for C7 + 

and C l l  + rising to 51 eV for 023 +. Although these considerations are somewhat 

naive and contain only the standard carbon-carbon single and double bond 

energies they are in surprisingly good agreement with the experimental 

observations. A more detailed analysis of the experimental data and possible 

fragmentation mechanisms will be published elsewhere [15]. 

He and Ne Capture 

One of the fascinating properties of 060 is that it is hollow i.e. the delocalised 

electrons are concentrated on the carbon shell leaving an "empty space" inside. It 

has been shown to be possible to trap metal atoms inside the fullerene cage during 

the laser vaporisation formation process [16] which has led to numerous 

speculations about possible applications. Recently collision experiments have 

shown that under certain conditions small atoms (He and Ne) can be pushed 

through the carbon cage to be trapped inside [17-19]. Such endohedral compunds 

are distinguished from those where atoms or molecules are attached to the outside 

of the fullerene by using the formalism He@C60 + [16]. By mass selecting the 

He@C60 + formed in the collision and subjecting it to a further collision with Xe, after 

which the product ions retained the He but suffered the loss of C2x - analogous to 
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Fig.4.  Centre of mass collision energy dependence of He capture by 060 +. 

the dissociation of C60 +- Ross and Callahan were able to show that the He was 

indeed caught inside the carbon cage [17]. 

We have measured the collision energy dependence of the formation of He@C60 + 
and Ne@C60 + in the region of the energetic threshold [19]. The results for 

collisions with He are shown in Fig. 4 where the ratio of He@C60 + to C60 + is plotted 

as a function of centre of mass collision energy. Due to the large difference in the 

masses of the collision partners very low centre of mass collision energies can be 

easily accessed. The measured threshold lies at 6+2 eV and is consistent with ab 

initio molecular orbital calculations which predict a barrier of less than 10 eV for a 

helium atom to pass through a C6H6 + ring [18]. The maximum capture signal 

occuring at about 32 eV is in very good agreement with estimates obtained from the 

experiments using four-sector mass spectrometers [17,18] where the maximum was 

seen to lie between 5 and 6 keV corresponding to a centre of mass energy range of 

27.6 to 33.1 eV. The cross section for Ne capture is approximately a factor of ten 

smaller than that for He capture with the threshold lying at 9+1 eV. Again this is 
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consistent with preliminary molecular orbital calculations which predict that the Ne 

threshold should lie more than 2 eV above that of He [18]. The maximum capture 
probability for Ne lies at about 50 eV. 

Cluster Cluster Collisions 

Simulations of collisions between small neutral sodium clusters have shown that 

fusion should be an important reaction channel for low impact parameter collisions 

and at collision energies where the energy per atom is comparable to the binding 
energy [20]. An experimental test of these predictions involving two beams of mass 
selected sodium clusters is, however, at the present time not feasible. On the other 

hand, the availability of macroscopic amounts of C60 - a neutral, mass-selected 
cluster with a well defined structure - makes this an ideal test case for probing the 
relevance of nuclear physics concepts in cluster physics. 
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The experimental setup used is identical to that shown in Fig. 1 with the collision 
cell replaced by a C60 oven. The C60 + ion beam was accelerated to 850 eV and the 
temperature of the C60 oven gradually increased. The resulting mass spectra, 
normalised to the same peak height, observed for two different oven temperatures 
are shown in Fig. 5. At a temperature of 25oc the pressure of C60 gas in the oven is 

negligible and the ion beam passes undisturbed through the apparatus. At 370°C 
the pressure of C60 in the oven is approximately 10 -4 mbar and evidence of 
substantial fragmentation is seen (ions arriving at the detector between 90 and 115 

I~s). More interestingly, ions are observed with a flight time of 130 - 150 ~s. 
Simulations of ion trajectories through the reflectron show that these species 

correspond to masses in the range C90 + to C120 + and where up to 400 eV kinetic 
energy has been converted to internal energy during the collision. This spectrum 

thus shows the first direct experimental evidence for the occurrence of fusion in 

cluster collisions. 

Conclusion 

In the fullerenes, cluster scientists have been presented with the means of 

producing intense, mass-selected beams of charged or neutral clusters with well 
defined structures. This opens up the possibilty of a range of detailed experimental 

investigations not normally feasible with standard cluster sources. The work is only 
just beginning but already many interesting phenomena have been discovered. 

One of the most interesting questions which can be tackled in the next few years 
with the help of the fullerenes is how far the concepts of nuclear collision physics 
can be applied to clusters. Investigations of mass-selected cluster-cluster collisions 

are now underway in our laboratory. 
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Ion trap studies of ternary and radiative association processes 

D. Gerlich 

FakultSt fftr Physik, UniversitSt Freiburg, D 7800 Freiburg, Germany 

INTRODUCTION 

A large fraction of the experimental and theoretical work on dusters focuses on 

their stability and structure and on their fragmentation and decay behavior after 

collisional- or photo-excitation (evaporation, fission, metastable decay, multi-frag- 

mentation). In contrast, detailed studies of the dynamics of cluster collisions (inelastic 

processes, chemical reactions, cluster growth) are rather scarce. Experimentally, this is 

due mostly to the difficulty in preparing intense mass selected cluster beams, while 

theoretically, the treatment of this many-body but finite size problem requires the 

development of adequate techniques, combining stochastic models with molecular 

dynamic simulations. 

Although the major aim of this contribution is to present experimental results 

related to the dynamics of cluster growth, we begin by making a few introductory 

remarks to statistical models. These models have been successfully applied to low energy 

bimolecular ion-molecule collisions and allow us to derive semi-empirical formulas 

which express association processes (i.e. duster growth) in terms of complex formation, 

lifetimes, stabilization efficiencies, etc. Our experimental studies have been performed in 

an ion trapping apparatus which is described in the second part of this contribution. In 

the third part, we present and discuss results, measured for the stabilization of the 

H÷.H2 complex and for the growth of larger hydrogen clusters from Ha ÷ seed ions. 

COMPOUND REACTIONS 

For the treatment of collisions which proceed via compound states or strongly 

coupled intermediates, many statistical theories have been developed in nuclear physics, 

gas-phase chemistry, and other related fields. For example, Fermi [fer50] proposed a 

theory to calculate cross sections for pion production in which the energy of two 

colliding nuclei is distributed according to statistical laws. Such statistical ideas have 

been adapted to chemical reactions by Keck [kec58] and later by Light and coworkers 

[pec66] who made use of the strong coupling situation and developed the "phase space 

theory" for inelastic and reactive collisions. Another example is Feshbach's formal 

theory of resonant collisions which has found applications in nuclear theory Ires60] and 

has also been used to derive a generalized statistical model for molecular collisions 

[milT0]. More recent developments of statistical theories are reviewed in [qua81,forg0]. 

All statistical theories for collision processes are very similar in their basic 
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assumption: that is each individual collision process can be divided into two well-sepa- 

rated steps, first the complex formation and then the complex decay. Typical justifica- 

tions are many, overlapping compound state resonances, strong interactions in the 

complex, very long complex lifetimes, chaotic trajectories, etc. Under such conditions 

the complex decay depends only on the conserved quantum numbers ( Ic>: total energy, 

total angular momentum, parity, total nuclear spin, etc.), leading to a significant 

simplification of the theoretical treatment. Instead of performing detailed dynamical 

calculations for s t a t e - to - s t a te  processes li>-* if>, it is sufficient to determine the 

complex formation probability Pic for all initial states Ii> which can lead to Ic>. 

Making use of microscopic reversibility these Pic's also determine the complex decay 

probabilities Pcf into those final states If> which are accessible from ]c> (Pcf=Pfc 

pcf=Pcf/EPcf', for details see [mil70]). An illustrative example of a detailed application 

of a dynamically biased statistical theory has been given for the prototype system 

H*+H2, where the Pic'S have been determined from trajectory calculations [ger80,sc183]. 

Results include integral, differential, s ta te- to-s ta te ,  and isotopic scrambling cross 

sections, complex lifetimes, and ortho-para transition probabilities [ger90]. 

One of the simplest dynamical criteria for the determination of complex 

formation probabilities is based on capture behind the centrifugal barrier of the long 

range interaction potential. This leads, in the case of the charge-induced dipole 

interaction, to the well-known polarization (or Langevin) cross section [lan05,gio58] 

 p=16.86 ( o, I ET)½ , O) 

where E T is the collision energy in eV, a is the polarizability in/~a, and ~p results in/~2. 

Multiplication of this cross section with the relative velocity, g=(2E, r/IZ)½ , leads to the 
rate coefficient 

 ,=23.49. (9) 

where I~ is the reduced mass in amu and the units of kp are 10-i0 cm3/s (example: 

H÷+H2, a=-0.79~,3, kp=2.5xl0-gcm~/s). 

In order to extend these and related ideas to the description of association 

processes (e.g. cluster growth) one has to add additional assumptions concerning the 

stabilization of the intermediate complex. The overall process can be represented 
schematically by 

complex formation A + + B - - ~  (AS*)* (3) 

complex decay (AB*)* rc '  A÷ + B (4) 

photo emission (AB+)* rr '  AB+ + hv (5) 

ternary stabilization (AB+)*+B rs '  AB++B ' (6) 

where the collision complex (AB*)* is formed with a collisional rate coefficient k¢. 



196 

During its lifetime re, this excited complex may radiate with a time constant Tr, Or it 

may be stabilized by a collision with a third body B with a rate 

1/rs = f'kc'[B]. (7) 

Here kc'[B] is the rate for (AB÷)*+B collisions, [B] the density of neutrals, and f '  the 

stabilization efficiency factor (<1). The inclusion of other possible reactive channels or 

an additional buffer gas is straight-forward, but not required for the results of this 

contribution. With these parameters, formation of stable products AB ÷ can be described 

by an apparent second order rate coefficient, k*, defined by 

k*=k¢(f 'kc'[B]+ l l Tr) / (1/ r¢+ f 'kc'[B]+ l l Tr) (8) 

At low densities [B], and for systems with short complex lifetimes (Vc<<Tr), the overall 

stabilization rate is very small and the term f 'kc'[B]+l/vr in the denominator can be 

neglected in comparison to l/re.  This leads to 

k*=kcrcf (9) 
and to a simple representation of thc bimolecular rate coefficient for radiative associa- 

tion, kr (unit cm3/s), and of the three-body association rate coefficient, k3 (unit cmS/s), 

k =k Td'k¢' (lO) 
kr=kc~'c/Vr • (11) 

In an actual experiment, k* is determined as a function of the density [B] and, as 

illustrated in Fig.2, the results are evaluated as a linear fit to Eq. 9. 

It is important to note that a quantitative treatment of the described phenome- 

nological model requires a microcanonical description of both complex formation and 

stabilization by the third collision partner. In general, one has to calculate the 

parameters introduced in Eqs. 3-6 with extensions of the statistical models mentioned 

above. In most applications however, one uses simply the Langevin rate coefficient for 

calculating complex formation (kc) and complex stabilisation (kc'). 

EXPERIMENTAL 
In our laboratory, the aggregation of hydrogen molecules onto different mass 

selected seed ions has been studied at different temperatures using a cooled 

radio-frequency (RF) ion trap. Since the fundamental principle of confining charged 

particles in an inhomogeneous RF field (adiabatic approximation, effective potential, 

stability considerations) and a variety of RF-devices (storage ion sources, ion guides, 

ion traps, etc.) have recently been described in detail [gergl], we give here only a very 

short description of our apparatus. In light of the aim of this conference it is noteworthy 

that our experimental method basically originated from accelerator physics 

(strong-focusing, alternating gradient principle) and was also inspired by different 

technical proposals to contain a nuclear fusion reaction. 

In our apparatus, which is shown in Fig. 1, the ion trap consists of a set of ring 
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electrodes which are mounted onto the cold head of a closed cycle helium refrigeration 

system. The target gas and ion temperature can be varied between 10 K and 350 K. The 

primary ions are formed by electron bombardment in a storage ion source, selected 

according to mass and energy in a quadrupole mass filter, and then injected into the ion 

trap via the pulsed entrance electrode. During the following storage time which can be 

varied between microseconds and minutes, the primary ions interact with the target 

and/or buffer gas. The ion cloud is then extracted with the exit electrode and analyzed 

with a second quadrupole mass spectrometer. 

ION SOURCE RING ELECTRODE 
/ ~ ION TRAP 

QUADRUPOLE , QPMS LENS I ]  
' ' 

.~_gJ~ ' , o ...... ,, 

'.b II " nnn . {1  = = =  
I 1 

INPUT/EXIT II ~ I r H E A T S . ~ O { ' 0 ~ I  I / 
ELECTRODES ~ / ~ ~J t t 

COLD HEAD (T~10K) 

DETECTOR 

Fig. 1: Schematic diagram of the ring electrode trap apparatus. For a detailed description of the 
apparatus and the trapping method see [ger91]. 

For the energy distribution of the stored ions it is important to note that the 

trapping volume is distinguished by a wide, fiat potential with very steep repulsive walls 

(the effective potential increases exponentially in comparison to the slow r 2 - dependen- 

ce of a two-dimensional RF-quadrupole). As a result, nearly all collisions with the cold 

buffer gas occur in the field-free region, leading to an adaptation of the ion energy 

distribution to the thermal distribution of the neutral target gas. Only the few collisions 

which occur in regions of higher field strength may cause some heating resulting in an 

ion "temperature" which is slightly higher than that of the ambient buffer gas. 

RESULTS AND DISCUSSION 

One of the simplest association processes involving hydrogen molecules and 

hydrogen ions is the association of H* with H2. It is well-known from a series of 

experimental and theoretical studies ([gerS0],[sclS3],[gerg0] and references therein) that 

this reaction proceeds via formation of a long-lived intermediate complex. At the low 

energies of our ion trap, classical trajectory calculations predict a lifetime of several 

10 -10 s [scl85]. As a typical result, Fig. 2 shows the rate coefficient k* for the formation 

of stable D3* ions as a function of the D2 density measured in the ring electrode trap at 
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350 K and 80 K. In this example the increasing number of D3 ÷ product ions has been 

measured as a function of the storage time at several target gas densities between 

1012 era-3 and 10t3 cm-3. The slope of the linear fit (Eq.9) yields a three body rate 

coefficient k.a(80 K)=7.6.10 -2g cmB/s and the intersection at [D2]=0 can be taken as an 

estimate for the radiative stabilization rate coefficient kr(80 K)=I~10 -18 cm3/s. Similar 

results have been obtained for H*+I-I2 (k3(80 K)=5.4.10-20cm6/s and kr(80 K)= 

1.3~10 -Is cm3/s). 

,. ~ 8 0 K  

u - 2 9  e ' 

~ - k3-3-10 cm is  t 

0 = = i = I i i ,  i i I 
0 i0  20 

D2 d e n s i t y  (10 '2cm'3)  

Fig. 2: Apparent binary 
rate coefficient for the 
ternary association 
reaction D*+2D~ -~ 
D3+TD2, plotted as a 
function of the D2 
density. Increasing the 
nominal temperature of 
the ring electrode trap 
from 80 K to 350 K leads 
to a decrease of the 
ternary rate coefficient 
from 7x10 -39 cm6/s to 
3x10-29 cma/s. 

Based on Eqs. 10 and 11 and using P.q. 2 for kc, one can obtain from the 

measured k2 and kr values an estimate of the complex and the radiative lifetimes. At the 

present stage of development of the theory, the largest uncertainty in this estimation is 

due to the stabilization factor f ' ,  i.e., the efficiency of deactivating the intermediate 

complex via collision with a third body. Assuming f '=0 .1  for H*.H2, one obtains a 

complex lifetime of about lxl0-t0 s and a radiative lifetime slightly less than 1 ms. 

These values are only in order-of-magnitude agreement with those determined from 

classical trajectory calculations (complex lifetime: 6.8x10-t0 s [sc185], radiative lifetime: 

0.14x 10-Ss [ber88D, indicating that more detailed experiments and theoretical studies are 

required. Substitution of protons by deuterons augments the ternary rate coefficient by a 

factor of 1.4 (H3 + formation) and 1.5 (Hs*). This is in accord with the statistical model 

since the density of complex states increases proportional to the square-root of the mass 

ratio. The measured isotope effect on the radiative lifetimes, r(Ds*)/~-(tt3*)=2.7, also 

fits into this picture since the spontaneous photon emission rate is proportional to the 

third power of the emission frequency. 

Going from tI* to H3 ÷ seed ions leads to an increase of the degrees of freedom of 

the complex and, from simple statistical arguments, one expects an increase of the 
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lifetime. However, one has also to consider, that the H2 binding energy drops from 

4.35 eV for H* to about 0.3 eV for It3* [hir87] and this leads to a reduction of the 

complex lifetime. A comparison of the rate coefficients measured at 80 K for Ha* 

formation (ka=5.4xl0 -29 cm6/s) and for HV-formation (ks=2.5xl0 -2g cm6/s) indicates 

that the reduction of the binding energy more than counterweights the influence of the 

degrees of freedom. A more complete survey of the influence of increasing complexity 

and decreasing binding energies can be seen from Fig. 3. These data show the time 

dependence of the growth of larger hydrogen cluster ions from Ha ÷ ions at a nominal 

temperature of 25 K and a hydrogen density of 3.7x10 la cm-3. 

The data in Fig. 3 have been fitted based on an adequate rate equation system. 

The resulting ternary rate coefficients which are printed in the figure show a significant 

trend. There is a further decrease of ka for the formation of HC which, again, is 

probably due to the smaller binding energy (0.14 eV). Going from HC to H9 ÷, the 

binding energy remains very similar. Therefore, this is the first cluster in that series 

where one must anticipate an increase of k~ due to the larger number of degrees of 

freedom. Indeed, the measurements show that ka(H9 ÷) is 8 times larger than k3(HC). 

Other qualitative arguments (e.g. "closed shell" in Hg*) may also explain some of the 

observed features. 
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Fig. 3: Consecutive 
formation of hydrogen 
clusters injecting H3 ÷ into 
tt 2 (density: 3.7x1013 
cm-la, nominal 
temperature: 25 K). The 
lines are solutions from a 
rate equation system, the 
numbers on the arrows 
are the resulting ternary 
rate coefficients in 10 -28 
cm6/s. It is important to 
note that the cluster ion 
concentrations are far 
away from the 25 K 
thermal equilibrium. . . . .  I . . . .  I . . . .  l . . • , 
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For a more quantitative analysis of aggregation of cold hydrogen molecules on 

hydrogen ions more experimental data are needed (e.g. temperature dependence of ka, 

influence of o r tho-  and para-hydrogen) as well as a detailed statistical theory which 

accounts correctly for the density of states of the collision complex at the low 

temperatures of our experiment. For future experiments it is also planned to inject 

larger clusters into the ion trap in order to follow their further growth or spontaneous 

and collision induced decay as a function of temperature. 
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CONCLUSIONS 

In the present work, we have presented results from an experimental method 

which can provide information on the dynamics of collisions between cluster ions and 

molecules at very low temperatures. The overall sensitivity of the RF ion trapping 

technique allows us to operate at such low target densities that the growth of clusters 

can be studied on a time scale of ms-s .  The results provide information about complex 

lifetimes and radiative lifetimes of the highly excited intermediate "molecules". Since 

both positive and negative ions can be confined simultaneously in the RF field, the 

method can also be extended to measure cluster-cluster collisions. 

Concerning the theoretical treatment, there is an interesting and open question 

which arises with increasing complexity of the collision systems: when is one allowed to 

simplify a statistical calculation by introducing a dissipative force, i.e. when can one 

distinguish between active modes and heat bath modes? The answer depends not only on 

the coupling between the different degrees of freedom, but also on the time scale of 

interest, for example, the time window defined by the experiment. 
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l.Introduction 

Naked metal gas-phase clusters promise to yield interesting new 

information about catalysis and to enable the development of a 

new kind of catalyst [i, 2]. In order to study the physical and 

chemical behaviour of clusters, it is helpful to store them for 

a certain time after their production. Because of this and the 

greater ease in manipulation, charged clusters are preferred to 

neutral ones in the following experiments. Reactant ions can be 

carefully defined and are uniquely related to product ions. Any 

unintended fragmentation is clearly revealed. 

During the time of their storage, the cluster ions may be 

selected in size, equilibrated to well-defined experimental 

conditions (temperature) and finally optically excited or 

chemically reacted with an admitted gas. Thus, absolute rate 

constants for their thermal reactions become available. In the 

special case of Fe4+ , a catalytic cycle can be observed 

converting ethene into benzene. This conjecture is definitely 

proven by the reoccurrence of the catalyst in a complex (MS) 5 

tandem mass spectrometric procedure. 

2. Experimental 

Details of the experimental arrangement reproduced in Figure 1 

are published elsewhere [3, 4]. Briefly, bare metal cluster 

cations are continuously generated in an external chamber SC by 

bombarding the corresponding metal foil (T) with a primary beam 

of 20 key Xe + ions [5, 6] from a duoplasmatron (X). They are 

accelerated to a kinetic energy of about 2 keV and transported 

by a system of steerer plates and einzel lenses toward the ICR 

cell of a home-built Fourier-Transform Ion Cycloton Resonance 

Mass Spectrometer. 
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Figure i: Experimental set-up of the FT-ICR mass spectrometer 

The cubic cell of 80 mm sidelength is located in the 

homogeneous region of a superconducting 7 T magnet from Oxford 

Instruments. A grid in front of the ICR cell (G) is used to 

decelerate the ions electrostatically to nearly ground 

potential and to allow a time segment of them to enter the 

cell. Two piezoelectric valves are mounted near to it to pulse 

in inert as well as reactive gases. When neon is introduced 

that way, the external cluster ions lose excess kinetic and 

internal energy through collisions and end up trapped within 

the cell for time periods of up to i00 seconds. Base pressure 

is normally better than 10 -9 mbar, with reactive gases mostly 

admitted through continuous leak valves pressure is increased 

up to a stationary value of 5 x 10-8...1 x 10 -7 mbar. 

In order to isolate ions of a specific mass-to-charge ratio, 

radio frequency (RF) ejection pulses eliminate from the cell 

all unwanted ions. A special refinement of this technique, 

"soft ejection" [7] or "FERETS" [8], even allows the isolation 

of certain isotopes of metal cluster ions (close to ± 0.5 amu 

at a mass of 240 amu) without exciting the isolated ions [9]. 

DC voltages and pulses are provided by a Spectrospin data 

system with an ASPECT-3000 computer, which also performs the 

Fourier transformation. 
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3. Results and Discussion 

3.1. Wideband FT mass spectra of metal cluster cations 

Figures 2a to 2c contain overview mass spectra of cluster ions 

from the transition metals cobalt, nickel and iron, sputtered, 

transferred to the ICR cell and cooled. The typical pseudo- 

exponential intensity decay with increasing cluster size is 

quite evident. The observed distribution ends at n = 19 for 

Fen + ions, but somewhat higher around n = 28 and n = 25 for 

COn+ and Nin+ ions. In the cases of iron and nickel the cluster 

ion peak widths indicate the existence of different isotopes, 

whereas cobalt clusters are characterized by a single ion 

signal. All ion distributions have already been discussed in 

greater detail [i0, ii]. 

c0: 

1o xlol ,2o 

6 . . . .  s6o . . . .  i o b o  ; / ; '  ' l sbo'  ' ' ' 2 ~  

i Ni + 

._ . I L L . 2 5 . .  

" ' 5 0 0  ' m / z '  I000  ' I ~  

2~0 

? .S 

19 

i ÷ 
Fe4 

222 223 m/z 22& 225 

Figures 2a-2c: FT-ICR spectra 

of COn + , Nin + and Fen + ions. 

Figure 2d: FT-ICR spectrum 

of iFE4 + cluster isotopes. 
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3.2. Narrowband FT mass spectrum of iFe4+ isotopes 

The option for ultrahigh mass resolution is one of the specific 

advantages of the FT-ICR technique. Figure 2d demonstrates this 

in a very practical case. When 56Fe4 + was to be isolated in the 

ICR cell, it was discovered that the sputtering process had 

produced two different ions extremely close in mass: 57Fe56Fe3 + 

56Fe4H+, the latter probably originating from a hydrogen and 

contamination of the iron target. To resolve this peak doublet, 

it was necessary to switch detection to narrowband mode, where 

only a small range of masses is covered. Thus a mass resolution 

m/~m of about 80,000 was achieved [12]. 

3.3. Reaction of Fen+ cluster ions with NH 3 

When a distribution of Fen + ions with n = 2...13 (Figure 2) is 

exposed to ammonia at about 10 -7 mbar, Fe2+ and Fe3+ ions are 

found unreactive. The larger cluster ions Fe5...13 + just add up 

to four intact NH 3 molecules. Fe4+, however, deviates from that 

pattern, in dehydrogenating the ammonia to yield Fe4(NH)+: 

Fe4 + + NH 3 .... ~ Fe4(NH) + + H 2 (I) 

The cluster must still have a second site for dehydrogenation, 

as even Fe4(NH)2 + is formed. From that step on, only intact NH 3 

+ [9 units are added, as in the case of cluster ions Fe5...13 , 

+ with ammonia is i0, 13]. The complete reaction scheme of Fe 4 

shown in Figure 3. 

NH 3 

,L 
Fe4.INHI2(NH3) ÷ (271, 

Fe4.(NH):,(NH3)z + (ace,  

Fe4. ~ ( 2 2 4 )  

NH3~/- H2 

Fe4(NH) ÷ (23,)  

NH3~'H2 

Fe4(NH)2 4" ( 2 ~ )  

NH3~/'Fe 

Fe3(NH)2(NH3) ÷ c21s) 

Fe3(NH)2(NHs)2 ÷ (232) 

Fiqure 3: Reaction scheme of Fe4 + with NH 3 gas at 10 -7 mbar. 
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3.4. Temperature of the stored and cooled cluster ions 

For the study of the chemical reactions of cluster ions, it is 

essential to ascertain their thermodynamic state. To obtain 

information on the actual temperature of the metal cluster ions 

stored in the ICR cell, one has to modify the pulse sequence 

usually applied in an experiment. Generally, the procedure to 

isolate a single ion mass is as follows: First, the gate pulse 

determines for how long a certain size distribution of cluster 

ions may enter the cell. During that period, neon is pulsed in 

for cooling purposes. The gate pulse is then directly followed 

by the wideband RF ejection pulse that eliminates all ions of 

an unwanted mass-to-charge ratio out of the cell again. 

In the modified pulse sequence, a variable time delay called 

"additional equilibration time" is inserted between gate and 

ejection pulses. There is a constant xenon background in the 

ICR cell vacuum caused by the primary ion source. The clusters 

that have already been partly cooled by collisions with neon 

atoms while they entered the cell can be finally equilibrated 

to the temperature of their environment (room temperature) by 

additional collisions with xenon atoms. The length of the above 

time delay directly determines the degree of equilibration. 

(<k> t / <k> t=  0)" 100 
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70 
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FeZ NH 3 + -H2 ~" Fe4NH 
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O 

I I I I I I I I I 

1 2 3 4 5 6 7 8 9 

Additional Equilibration Time Is]  

Figure 4: Initial rates of the dehydrogenation reaction of Fe4 + 

with NH 3 as a function of the additional equilibration time. 
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Figure 4 shows a plot of the measured initial rates of reaction 

(i) as a function of the additional equilibration time. We find 

that in the beginning, the initial rates decrease exponentially 

with increasing equilibration time, as is to be expected for a 

cluster ensemble in the process of cooling. After about five 

seconds, the rates approach a certain limit and cluster ions 

can be assumed to be totally equilibrated to their environment. 

Although produced through sputtering at a temperature, which is 

still very high a few picoseconds later they can be thermalized 

in a storage cell to a value of not more than 20 degrees above 

room temperature [14]. 

3.5. Comparative study of different reactivity patterns 

When the chemical reactions of clusters of the three transition 

metals iron, cobalt and nickel are compared, one is struck by 

the fact that each case shows a completely different reactivity 

behaviour. Obviously, the way a metal cluster reacts with a gas 

does not depend just on the specific cluster alone, but on the 

complete system of both cluster and reactive gas [11-13]. 
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Fiaure 5: Rectivity of Fen+ clusters toward hydrazine as a 

function of size. 
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As discussed in Section 3.3, for example, iron clusters react 

with ammonia in a very specific way: Out of a distribution of 

sizes up to Fel3 +, only Fe4+ is able to chemically activate the 

NH 3 molecule, while all other ions are not [9, i0, 13]. This is 

a kind of abrupt reactivity change, where only a few sizes do 

react at all. Toward hydrazine, the same distribution of Fen + 

clusters behaves very differently: At about 5 x 10 -8 mbar, the 

specific property of Fe4 + is lost and general reactivity varies 

quite smoothly with cluster size (Figure 5). The system of COn+ 

clusters with ethene reveals a more complicated behaviour: most 

sizes react (n = 4, 5, 6, 10...14), but if only dehydrogenation 

to C2H 2 is considered, then n = 4 (and n = 5) is distinguished 

in reactivity [12], as depicted in Figure 6. 

n : 3.7.B Keine Renktion beobochtet 

H.. ~.H 
H,,C=C,<H 

[o2 
~ 300 K 

n=9 ? 

n:&5 ÷ • n:& 

[ ---~ COnC4H i --Co.C6H 6 
n : &,S,6.10...%& [0nC2H2÷ 

[ .--1016 . ,, ÷ j - ' - - - - - ~ "  C OnL~M 2 

n~12 ~. ~.r'OnC2 + ._d 

÷ + 
C%Cs~Co~C,oH,o 

Fiaure 6: Reaction pattern of COn+ ions with ethene. 

Of Nin + clusters exposed to ethene at ca. 10 -7 mbar, nearly all 

sizes react by binding C2H 2 ligands in different numbers, only 

Ni3+ and Ni4 + are inert [ii]. Ni5+ , when isolated in the cell 

and stored in the presence of ethene for 40 seconds, was found 

to have n/he C2H 2 ligands attached to it (Figure 7). Nickel 

clusters behave in a very similar way toward benzene, as shown 

in Figure 8: Whereas Ni3+ and Ni4 + bind the molecule without 

change, higher clusters dehydrogenate it [12]. The reactions 

with both hydrocarbons belong to a class of size-specificity 

opposite to the one seen above: Most sizes are reactive, only a 

minority is not. 
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Figure 7: Reaction of Ni5+ ions with ethene as a function of 

storage time. (The inertness of Ni3 + and Ni4 + is also evident.) 

Ni + ~ N iX  + ~ N i X ]  X -  C6H 6 
/ y .  C6H~, 

'~ N~ 2 
i 

Ni3 + ~ Ni3X ~" ~ NigX2 + &.- 

N'i; ~ Ni5 X+ ~ NisXY + ~ Ni5Xz Y~" ...... N isXY)  ~" " [NisXY ~ ]  

N'i; " N i6X* " N i6XY*  " N ioX2Y"  " [Ni6XY3*]  

Fiaure 8: Reaction pattern of Nin + clusters with benzene. 

3.6. Catalysis by a gas-phase naked metal cluster 

In 1988 Kaldor stated in a review on the reactions of gas-phase 

metal clusters that "to date no example of catalytic chemistry 
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using gas phase clusters has been reported" [15], and this was 

certainly true through 1991. However, in November of this year, 

we were able to observe the first example of this kind, namely 

the synthesis of benzene from ethene catalyzed by Fe4 + ions in 

the gas-phase [16 - 18]. 

Reminding us of the size-specificity found for cobalt clusters 

dehydrogenating ethene [12], we noted that of a distribution of 

Fen + clusters (n = 2...13) stored in the presence of ethene at 

about 5 x 10 -8 mbar, only Fe4 + and Fe5 + are able to react that 

way. Fe5+ ions bind up to two C2H 2 molecules, Fe4 + ions even up 

to four of them, as Figure 9 shows. The adduct with three C2H 2 

units already contains a ligand of C6H 6 stoichiometry, probably 

a benzene precursor. To prove this hypothesis, it is necessary 

to study the behaviour of the adduct ions when subjected to CID 

(collision-induced dissociation) [16]. 

Fe4+(224) 
/ 

C2H4 .I, "rHz] 
v 

Fe,4.(CaH a)+(2so) 

i 

C2H4 / "[Hz] 

Fe4.(C2H 2) ;~ (278) 
/ 

C2H4 J -[H2] 
~V 

Fe4. (C2H 2 ) 3  + (,02} 

C:,H4 - [H2] 

C2H,t. 

÷ Fe4(C2H213C2H4 ( 3 3 0 )  

Fe4.(C2H 2)4~ (328) 

Figure 9 : Reaction pattern of Fen+ clusters with ethene. 
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For such an experiment, the ion in question is first isolated 

in the ICR cell by the appropriate wideband RF ejection pulse. 

Then it is excited to a larger ion orbit by an RF pulse at its 

specific resonance frequency, so that it will undergo a lot of 

collisions with xenon present from the primary ion gun at about 

10 -7 mbar. The fragments formed allow conclusions on the nature 

of binding prevalent in the parent ion. Thus, when Fe4(C2H2)2 + 

ions are subjected to CID, they decay into carbide ions at low 

energy (Ecm ~ 3 eV [19]), but lose Fe atoms as it is increased 

(Ecm > 14 eV). In contrast, Fe4(C2H2)3 + adduct ions yield naked 

Fe4 + at low energy (Ecm ~ 3.4 eV) with the simultaneous removal 

of all carbon and hydrogen atoms. Increasing the energy starts 

dehydrogenation (Ecm > 6 eV) and elimination of Fe atoms (Ecm > 

16 eV) as well. Fe4(C2H2)4 + ions lose at the lowest energy one 

C2H 2 ligand (Ecm ~ 2 eV), at higher energies three of them (Ecm 

4 eV), and finally all four (Ecm > 6 eV). Figure i0 displays 

an overview mass spectrum of all the ions involved in this CID 

experiment. It is striking that no fragment ion with two C2H 2 

ligands appears at all! 

Fe4.(C2 H 2)n~ 

m = 0 1 3 4. 

326- I 

' ' ~ .... ' .... 2 ~ ' ....... 260 ';'"~ ; .... ~''" ' 320 .... ' r " ' ' 

m/z 

Figure i0: FT-ICR mass spectrum of all the ions partaking in 

the collision-induced dissociation of Fe4(C2H2)4 +. 
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All these results suggest that the metal-carbon bond is weak, 

+ cluster. whenever C6H 6 stoichiometry is completed on the Fe 4 

In these cases, the evidence is strong for the neutral molecule 

liberated being benzene. If C6H 6 stoichiometry is not complete, 

the metal bonds within the cluster are easier to break than the 

metal-carbon bond. A measurement of the absolute rate constants 

for the single dehydrogenation steps of ethene nicely confirms 

this [17]. Normally, they should drop linearly with the number 

of C2H 2 ligands already bound to the cluster. In the experiment 

they are quite high for the step completing C6H 6 stoichiometry 

and remarkably low for any further C2H 2 addition. With similar 

arguments, the group of Schwarz has recently proven catalytic 

oxidation of ethane by the simple ion Fe + [20]. The sum of our 

evidence reported so far is sufficient to draw a catalytic 

cycle where Fe4+ converts ethene into benzene (Figure 12). 

••Fe4 , C2H4 

/ .. / \ 

Fe,(CzH2)~ Ft4IC2H2) ~ 

H2 

C2H4 

Fe,(C2Hz)~ 

C2H4 

Ha 

Figure ii: Catalytic cycle of Fe4 + turning ethene into benzene. 
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Only a high-performance tandem mass spectrometric experiment is 

suited to definitely prove any assertion of gas-phase catalysis 

by a bare metal cluster ion. By performing a complicated (MS) 5 

experiment in our FT-ICR instrument, we are able to demonstrate 

that a part of the original Fe4+ ions will induce the synthesis 

of benzene twice~ The five step procedure is as follows [18]: 

Isol. +C2H4/-H 2 
Fen + ...... • Fe4 + • 

(MS 1 ) 
Fe4(C2H2)m +, m = 1...3 

Isol. CID (I) +C2H4/-H 2 + 
...... • Fe4(C2H2) 3 ~ Fe4+ • 
(MS 2 ) (MS 3 ) 

Fe4(C2H2)m +, m = 1...3 
Isol. CID (II) + 

...... • Fe4(C2H2) 3 • Fe4 +. 
(MS 4 ) (MS 5 ) 

4. Conclusions 

To summarize, a Fourier Transform Ion Cyclotron Resonance Mass 

Spectrometer has been described to which a secondary ion source 

is coupled. The instrument is especially modified for the study 

of bare metal cluster ions. In the exemplary case of transition 

metals, typical standard wideband mass spectra and in one case, 

a narrowband spectrum of resolution 80,000 are shown. Chemical 

reactions observed with admitted gases at low pressure reveal 

surprising size-specific effects that are not yet understood. 

Certainly, structure as well as electronic properties of the 

clusters play an important role. In that respect it would prove 

very helpful to have more assistance from theory. Though it is 

not trivial to perform model calculations on transition metal 

clusters a theoritician has promised to try [21]. Investigation 

of cluster chemistry can even provide new insights into the 

field of gas-phase catalysis. The first example of a catalytic 

synthesis by a bare metal cluster in the gas-phase is reported. 
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A b s t r a c t  

The re sponse  of  me ta l  c l u s t e r s  to  ine las t i c  e l ec t ron  impac t  and to  e x t e r n a l  

e l ec t romagne t i c  r a d i a t i o n  is discussed.  The delocal ized valence e l ec t rons  play a 

decisive ro le  in de t e rmin ing  the  r e sponse  p rope r t i e s .  F i r s t ,  a desc r ip t ion  and 

i n t e r p r e t a t i o n  of  an  ine las t i c  e l ec t ron  s c a t t e r i n g  expe r imen t  a r e  given, and a 

connec t ion  to e l ec t romagne t i c  r e sponse  s tud ies  is poin ted  out.  Secondly, a 

summary  of  a t h e o r e t i c a l  ana ly t i ca l  desc r ip t ion  of  the  r e sponse  p r o p e r t i e s  of  

meta l  c l u s t e r s  is p resen ted .  Finally,  t he  e f f e c t  of  n o n - s p h e r i c i t y  on the  

e l ec t ron ic  p r o p e r t i e s  of  c lu s t e r s  is analyzed.  

I. I n t r o d u c t i o n  

A g r e a t  deal  of  i n f o r m a t i o n  about  the  e l ec t ron ic  s t r u c t u r e  of  c l u s t e r s  can  

be der ived f r o m  s t u d i e s  of  the  r e sponse  of  c l u s t e r  e l ec t rons  to e x t e r n a l  probes.  

Two of  the  mos t  f r u i t f u l  too l s  f o r  p e r f o r m i n g  such s tud ies  a re  op t ica l  

spec t roscopy  and col l is ion exper iments .  In the  p r e sen t  con t r ibu t ion ,  we discuss  

app l ica t ions  of these  methods  to  me ta l  c l u s t e r  r e sea rch .  

In Sect ion II, we summar ize  the  r e s u l t s  of  r e c e n t  expe r imen t s  on ine las t i c  

e l ec t ron  s c a t t e r i n g  spec t roscopy  of  sodium c lus te r s .  I t  is poss ib le  to  f o r m u l a t e  

a cons i s t en t  i n t e r p r e t a t i o n  of the  expe r i m en t a l  da ta ,  and a connec t ion  to  the  

s tudies  of  e l ec t romagne t i c  r e sponse  p r o p e r t i e s  is revealed.  

In Sect ion  III, we discuss  a genera l  app roach  to  the  ana lys i s  of  c l u s t e r  

r e sponse  to an  e x t e r n a l  f ield.  We descr ibe  ana ly t i ca l  r e s u l t s  f o r  the  col lec t ive  

r e sonance  f r equenc ies  and dipole osc i l l a to r  s t r e n g t h  d i s t r i b u t i o n  in s imple me ta l  

c lus te rs ,  and poin t  ou t  the  spec t r a l  f e a t u r e s  unique to the  c lu s t e r  s t a te .  

Sect ion IV cons iders  the  inf luence  of  dev ia t ions  f r o m  the  spher i ca l  shape  

on the  e l ec t ron ic  s t r u c t u r e  of  me ta l  c lus te rs .  A new technique  is descr ibed,  

a l lowing to de te rmine  the  e f f e c t s  of  d e f o r m a t i o n  on the  e l ec t ron  d i s t r i b u t i o n  and 

on the  r e sonance  f requencies .  
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II. Inelast ic  Electron Scatter ing  

Recent  expe r i m en t s  (see [1,2] f o r  a de ta i led  discussion} provided the  f i r s t  

measu remen t  of  abso lu te  c ross  sec t ions  f o r  col l i s ions  be tween  e l ec t rons  and f r e e  

s i ze - se l ec t ed  c lu s t e r s  l a r g e r  t h a n  directs .  The expe r imen t s  were  c a r r i e d  out  by 

i n t e r s e c t i n g  a super son ic  beam of  n e u t r a l  sodium c l u s t e r s  w i th  a monoenerge t i c  

beam of  low-energy  (~0-30eV) e lec t rons .  By measu r ing  co l l i s ion- induced  deple t ion  

of  the  c lu s t e r  beam, the  t o t a l  ine las t i c  s c a t t e r i n g  c ross  sec t ions  were  

de termined.  The r e s u l t s  a r e  i l l u s t r a t e d  in Fig.1 f o r  t h r e e  spher i ca l  c losed-she l l  

c l u s t e r s  NaB, Na2o, and Na4o. 
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Fig.1. Tota l  ine las t i c  e l e c t r o n - i m p a c t  
c ross  sec t ions  f o r  t h r e e  spher i ca l  
c lus te rs .  

1 2 I 4 I 0 
~ IINIWGy (O'f) 

Note t h a t  the  c ros s  sec t ion  values  inc rease  w i th  c lu s t e r  size,  and t h a t  the  

c ross  sec t ion  curves  display essen t i a l ly  two d i s t i nc t  regimes.  Above =leV the  

c ross  sec t ions  do not  va ry  s t rong ly  w i th  energy,  whi le  below =0.SeV a r i s e  is 

v is ible  [3]. In t he  fol lowing,  an  i n t e r p r e t a t i o n  of  t he se  o b s e r v a t i o n s  is given. 

In the  " r i se  region" (£0.5eV), the  e l ec t ron  energ ies  a r e  so low t h a t  only 

s -wave  s c a t t e r i n g  c o n t r i b u t e s  s ign i f i can t ly  to  the  col l is ion process .  In t h i s  

case  ine las t i c  s c a t t e r i n g  is descr ibed  by the  " l /v"  law [4], accord ing  to which 

the  ine las t i c  s c a t t e r i n g  c ross  sec t ion  is inverse ly  p r o p o r t i o n a l  to  the  e l ec t ron  

velocity.  This  ag rees  qua l i t a t ive ly  w i th  our  obse rva t ions .  The e l ec t ron  energy  

in t h i s  reg ion  is sma l l e r  t h a n  the  c l u s t e r  b inding energy,  t h e r e f o r e  we propose  

t h a t  the  dominan t  mechan ism of  c l u s t e r  deple t ion  in the  s -wave  s c a t t e r i n g  reg ion  

is via e l ec t ron  a t t a chm en t .  
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At energ ies  above ~leV ("pla teau region" of  the  c ross  sec t ion  curves) ,  the  

e l ec t rons  c a r r y  su f f i c i en t  energy to cause  c lu s t e r  f r a g m e n t a t i o n ,  and t h i s  is 

likely to be the  p r i m a r y  ine las t ic  i n t e r a c t i o n  channel .  (Plasmon e x c i t a t i o n  and 

ion iza t ion  also occur  above t h e i r  r e spec t ive  th re sho lds ,  bu t  they do not  show up 

as  m a j o r  f e a t u r e s  on top  of  the  overa l l  c ro s s  sec t ion  curves . )  At these  energ ies  

angu la r  momenta  up to  ~=kd wil l  c o n t r i b u t e  to  the  s c a t t e r i n g  process ,  where  ~ is 

the  r ange  of  ine las t ic  e l e c t r o n - c l u s t e r  i n t e r a c t i o n  and k is the  wave number  of  

the  inc ident  e lec t ron .  In t h i s  case  t h e r e  ex i s t s  an  upper  bound on the  ine las t i c  

s c a t t e r i n g  c ross  sec t ion  [4]: 

max ¢.  = ~ 2 ,  (1} 
i n  

which we take to describe the sodium cluster cross sections in the plateau region. 

The appl icabi l i ty  of  t h i s  expres s ion  is f u r t h e r  conf i rmed  by the  f a c t  t h a t  the  

c ross  sec t ions  of Na4o a t  e l ec t ron  energ ies  of  10, 20 and 30 eV were  also observed  

not  to  d i f f e r  f r o m  those  a t  lower  energies .  

F rom the  expe r imen ta l  d a t a  and Eq.(1), we can  de te rmine  t h e  value of  t he  

ine las t ic  i n t e r ac t i on  range,  and we f ind:  

~4 ~ (1.4-I.7)R, (2) 

where  R is the  r ad ius  of the  un i fo rm pos i t ive  j e l l ium sphere  r e p r e s e n t i n g  the  

c lu s t e r  background.  Note t h a t  ~ exceeds  bo th  the  e x t e n t  of  the  sp i l l -ou t  of the  

c l u s t e r ' s  valence e l ec t rons  and the  r ange  of  the  po t en t i a l  which conf ines  t h i s  

cloud. The la rge  value of  ~ is p robab ly  due to the  inf luence  of  the  a t t r a c t i v e  

l o n g - r a n g e  p o l a r i z a t i o n  i n t e r a c t i o n  ~~Zr4, where  ~ is the  s t a t i c  e l ec t r i c  

po la r i zab i l i t y  of  the  c l u s t e r  [5]. 

The s t r o n g  e f f e c t s  of  the  po l a r i z a t i on  (somet imes  r e f e r r e d  to as " image-  

charge")  i n t e r a c t i o n  has  a lso been observed in expe r imen t s  on pho toe l ec t ron  

spec t roscopy  of c lu s t e r  an ions  [6], and in s tud ies  of  col l i s ions  be tween  noble  gas  

c lu s t e r  ions and n e u t r a l  a toms  [7]. This  phenomenon provides  a br idge  be tween  

the  s tudy of  e l e c t r o n - c l u s t e r  s c a t t e r i n g  and t h a t  of  e l ec t romagne t i c  r e sponse  

p rope r t i e s ,  such as  e lec t r i c  po la r i zab i l i t i e s  and pho toabsorp t ion ,  which a re  the  

sub jec t  of  the  nex t  sect ion.  

III. Theoret ical  Analysis  o f  Cluster Response Properties  

The response  of the  c l u s t e r  valence e l ec t rons  to  an  ex t e rna l ly  applied 

po ten t i a l  v0(~)exp(t0Jt) can be found by cons ider ing  the  exac t  l inea r  r e sponse  

equat ion,  w r i t t e n  below bo th  in g raph ica l  a n d  ana ly t i ca l  fo rms :  

. . . . . . . .  = ....... + . . . . . .  ~ . . . .  (3} 

V ro V ~ N  e-e 
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V(F,~) = Vo(F) + e2~f  1 IF - F1] ~(~1'~2'~) V(F2,~) d 3 r l d 3 r 2  . (4] 

The second t e r m  on the  r i g h t - h a n d  side is the  po t en t i a l  due to the  induced 

charge;  II is the  p o l a r i z a t i o n  ope ra to r ,  here  used in the  RPA approx imat ion ,  which 

desc r ibes  sc reen ing  by the  valence e lec t rons .  For  spher i ca l  c lus te r s ,  t h i s  

i n t eg ra l  equa t ion  can be solved ana ly t ica l ly  (see [8] and  r e f e r e n c e s  the re in )  by 

expanding  IT in powers  of  the  r a t i o  A/w, where  A is the  s i ng l e - e l ec t ron  level 

spacing in the  c lus te r ,  and w is the  f r equency  of  the  dipole osc i l la t ions .  In 

th i s  way, we can de te rmine  the  spec t r a l  d i s t r i b u t i o n  of the  o sc i l l a to r  s t r e n g t h ,  

and hence such p r o p e r t i e s  as  the  r e sonance  f requenc ies ,  s t a t i c  and dynamic 

po la r i zab i l i t i e s ,  etc.  H i g h e r - o r d e r  t e r m s  in the  expans ion  account  f o r  r e s o n a n c e -  

l ine sp l i t t i ngs  due to i n t e r a c t i o n  w i th  s i n g l e - p a r t i c l e  levels  [9]. Note t h a t  the  

ana lys i s  does not  re ly  on app rox ima t ions  whose  va l id i ty  f o r  c l u s t e r  s tud ies  has  

not  been e s t ab l i shed  (such as  the  numer ica l  TDLDA and GW methods ,  see, e.g. ,  

[iO]), and is t h e r e f o r e  more  successfu l  in account ing  f o r  the  expe r imen t a l  

observa t ions .  In the  fol lowing,  we summar ize  the  main  conclusions.  

I t  was  found  t h a t  in a small  c l u s t e r  the  dipole o sc i l l a to r  s t r e n g t h  is 

c o n c e n t r a t e d  in two d i s t i nc t  regions .  In the  macroscop ic  l imit ,  t he  f i r s t  

co r re sponds  to  the  s u r f a c e  p lasma  resonance ,  whi le  the  second co r r e sponds  to  the  

volume col lec t ive  mode. In a c lus te r ,  t he  two p h o t o a b s o r p t i o n  modes r e p r e s e n t  a 

superpos i t ion  of  these  two types  of  motion,  one c o n c e n t r a t e d  nea r  the  c lu s t e r  

su r face ,  and the  o t h e r  in i t s  in t e r io r .  In t h i s  way, the  p i c tu re  is analogous  to 

t h a t  of  the  g i an t  dipole r e sonance  in nuclei,  which  is made up of  bo th  Go ldhabe r -  

Tel le r  and S te inwede l - Jensen  modes [11]. The r e sonance  f r equenc ies  in a c l u s t e r  

a r e  sh i f t ed  t o w a r d s  lower  f r equenc ies  t h a n  t h e i r  macroscop ic  l imits .  This  is due 

to the  i m p o r t a n t  e f f e c t  of  the  valence e l ec t ron  sp i l l -ou t ,  which reduces  the  

ave rage  e l ec t ron  dens i ty  in the  c lus ter ,  and  thus  r e d - s h i f t s  the  resonances .  In 

f ac t ,  i t  t u r n s  out  t h a t  the  so lu t ion  is uniquely de t e rmined  by the  g r o u n d - s t a t e  

dens i ty  d i s t r i b u t i o n  of  the  valence e l ec t rons  ( the magni tude  of  the  spi l l -out}.  

It  is i m p o r t a n t  to  poin t  ou t  t ha t ,  in o rde r  to  a r r i v e  a t  these  conclusions,  no 

speci f ic  a s sumpt ions  a r e  made concern ing  the  method of  ca lcu la t ing  the  g round -  

s t a t e  densi ty.  

To ob ta in  numer ica l  values f o r  the  r e sonance  f r equenc ie s  and osc i l l a to r  

s t r e n g t h s  of  the  col lec t ive  modes, we made use  of  the  e l ec t ron  dens i ty  as  given by 

the  s t a t i s t i c a l  Thomas -Fe rmi  t r e a t m e n t  [12]; inclus ion of  h i g h e r - o r d e r  

c o r r e c t i o n s  has  been shown not  to  a l t e r  the  r e s u l t s  by more  t h a n  17. [13]. By 

v i r tue  of  being ana ly t ica l ,  our  so lu t ion  can  be appl ied to a va r i e t y  of  c l u s t e r  

species,  s izes,  and ion iza t ion  s t a t e s .  As shown in Table  1, the  ca lcu la ted  

r e sonance  f r equenc ies  a r e  in exce l len t  ag reemen t  w i th  t he  ava i lab le  expe r imen t a l  

data .  
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T a b l e  1. Compar ison of  ca lcu la ted  and expe r imen ta l  [14-16] r e sonance  f r equenc ies  
(in eV) of smal l  meta l  c lus te rs .  

+ + 

Cluster  Na 8 Cs 8 !Na; Na~l K 9 KZ, 

Theory  2 .53  1.54 2.62 2.73 1.93 2 .00  
Exper iment  2.51 1.55 2.62 2.66 1.93 1.98 

In a smal l  c lus ter ,  t he  h ighe r - ly ing  "volume" mode is ca lcu la ted  to take  up 

approx imate ly  207. of  the  valence e l ec t ron  dipole o sc i l l a to r  s t r e n g t h ;  as the  

c lu s t e r  s ize  increases ,  o sc i l l a to r  s t r e n g t h  is t r a n s f e r r e d  f r o m  the  h igher  to  the  

lower  col lect ive  resonance .  This r e f l e c t s  the  f a c t  t h a t  in bulk me ta l s  t he  volume 

plasmon does not  couple to  l ight.  In smal l  c lus te r s ,  on the  o the r  hand,  we j u s t  

saw t h a t  the  co r re spond ing  mode does acqui re  a s i gn i f i can t  f r a c t i o n  of  the  

osc i l l a to r  s t r eng th .  This  ca lcu la t ion  expla ins  quan t i t a t i ve ly  the  expe r imen ta l ly  

observed f a c t  t h a t  the  s u r f a c e  col lect ive  r e sonance  does not  exhaus t  1007. of  t he  

osc i l l a to r  s t r e n g t h  [14,16]. According to the  t heo ry  j u s t  out l ined,  the  miss ing  

s t r e n g t h  res ides  in the  h igher - ly ing  col lec t ive  e x c i t a t i o n  ( located a t  ~0.75wp, 

where  Wp is the  bulk s u r f ace  p lasma resonance  frequency}.  It  would be ex t r eme ly  

i n t e r e s t i n g  to c a r r y  out  an  expe r imen ta l  s ea rch  f o r  these  p red ic ted  resonances .  

IV. S h a p e  E f f e c t s  in  E l e c t r o n i c  S t r u c t u r e  o f  C l u s t e r s  

Clus te rs  wi th  unf i l led  shel ls  of valence e l ec t rons  f ind  i t  ene rge t i ca l ly  

f avo rab l e  to  acqui re  sphero ida l  or  e l l ipsoidal  shapes  [17]. These shape  

de fo rma t ions  spl i t  t he  col lect ive  dipole r e sonances  (see, e.g.,  [14]}. This  is an  

e f f e c t  which is p re sen t  even in a macroscopic  meta l l i c  pa r t i c le ,  s ince devia t ion  

f r o m  spher i c i ty  a l t e r s  the  r e s t o r i n g  f o r c e  ac t ing  on the  e l ec t ron  system. 

However, when ana lyz ing  shape e f f e c t s  in a c lus te r ,  one mus t  keep in mind specia l  

f e a t u r e s  unique to s m a l l  systems.  The mos t  i m p o r t a n t  one is the  va lence  e l ec t ron  

sp i l l -out ,  a l ready  discussed in the  preceding  sect ion:  t he  amount  of  sp i l l -ou t  

de t e rmines  the  magni tude  of  the  f requency  sh i f t .  

Thus f i r s t  of  all, i t  is  necessa ry  to de te rmine  how c lu s t e r  shape a f f e c t s  the  

ground s t a t e  e l ec t ron  dens i ty  d i s t r ibu t ion .  Fol lowing t h a t ,  t he  dipole r e sonance  

f requenc ies  have to be de termined.  In th i s  sect ion,  we out l ine  an  app roach  

(presen ted  in de ta i l  in [18]) which  takes  into account  bo th  c lu s t e r  shape  and the  

e l ec t ron  sp i l l -ou t  e f f e c t s  in sphero ida l  c lus te rs .  

The method makes  use of  a technique  [19] developed to descr ibe  pa r t i c l e  

s t a t e s  in sphero ida l  nuclei.  A coord ina te  t r a n s f o r m a t i o n  is c a r r i e d  out  to  s t r a i n  

the  ionic sphero id  into a sphere.  Clearly,  t h i s  leads to  a t r emendous  

s impl i f i ca t ion  of  the  boundary  condi t ions.  In the  new coord ina te  system,  the  
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Laplacian ope ra to r  acqui res  an addit ional  non - sphe r i ca l l y - symmet r i c  te rm.  This 

addi t ional  t e rm is t r e a t e d  in pe r tu rba t ion  theory,  and the e lec t ron  d i s t r ibu t ion  

can, in principle,  be de te rmined  to a des i red  degree  of  accuracy.  In the  

fol lowing,  we ut i l ize  the Thomas-Fermi  (TF) s t a t i s t i c a l  t r e a tmen t .  We make use of  

the  f a c t  t ha t  the  TF equat ions f o r  a spher ical  c lus te r  can be solved analytical ly,  

and have been shown to  successful ly  descr ibe  the  p rope r t i e s  of  the c lus te r  valence 

e lec t rons  (see preceding sec t ion  and [8,12]). It is s t r a i g h t f o r w a r d ,  however,  to 

employ the  genera l  coord ina te  t r a n s f o r m a t i o n  approach in o ther  methods of  

calculat ion,  and to ex tend i t  to the case of  t r i ax ia l ly  deformed (ellipsoidal) 

c lus ters .  

In the  new ("primed") coord ina te  system, the  a forement ioned  pe r tu rba t ion  t e r m  

in the  Laplacian ope ra to r  has the  fo rm ~ '~2 /8z '2 .  Here c=~2=8~/(2+~) 2, where  e is 

the  eccen t r ic i ty  of the spheroid,  and 3 is the  spheroidal  de fo rma t ion  p a r a m e t e r  

[17]. For  small deformat ions ,  ~ is a small pa rame te r ,  and only co r rec t ions  l inear  

in the  pe r tu rba t ion  may be considered.  In th is  case,  the  e lec t ron  densi ty  

acquires  a quadrupole t e rm in the e lec t ron  densi ty  d is t r ibut ion ,  as well as a 

co r rec t ion  in the spher ica l  term: 

ne(~') = no(r' ) + nl(r') + n2(r')P2(eosO'). (5) 

Here n o is the  solut ion f o r  a spher ica l  c lus ter ,  and n I and n z are  the  co r rec t ion  

te rms;  P2 is the  Legendre polynomial. Note t h a t  the  densi ty  funct ion  is w r i t t e n  

in the  pr imed coord ina te  system. The analyt ical  express ions  f o r  these  func t ions  

are  somewhat  10ng and will not  be w r i t t e n  out here;  an example f o r  the  case  of  

the oblate  c lus te r  Na38 wi th  e=-0 .22  (corresponding to  3=-0. i0)  is shown in Fig.2. 
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Fig.2.  Elec t ron  densi ty  f o r  Na38 

p lo t ted  in the  d i s t o r t ed  coord ina te  
system. The dashed line denotes  the  
uni form ion background. The dens i t i es  
and the  radia l  d is tance  a re  expressed  
in uni ts  of  the  ion core  densi ty  and 
the  ionic sphere  radius ,  respect ively.  
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Having determined the e lec t ron  densi ty,  we now need to calculate  the 

electron response. A quantitative solution of the integral response equation 

(3,4) is, however, much more complicated in a non-spherical geometry. 

Nevertheless, an approach based on the sum-rule technique [20] can be employed to 

evaluate the centroid (average energy) of the photoabsorption spectrum. This 

method requires a knowledge of the electron density and of the electrostatic 

potential due to the spheroidal background. As a result of the calculation [18], 

we find for the average excitation energies: 

.2 2 _2 _2 2 1 
COz = wc(T I - T3), w x = COy = ~oc(T z + -T3). (6) 

2 

Here 0~ c is the  c lass ical  su r face  plasma resonance  f requency of  a meta l  

sphere,  and 

T =I- , T --I N , J r '  d r "  (7) 
L Ne,I L Ne./ 

R" 
AN is the t o ta l  amount o f  the valence e lect ron sp i l l -ou t  outside the 

boundary of  the  spheroid,  and is seen to  be respons ib le  f o r  the  red  sh i f t  (cf. 

[21]). The t e rm T 3 r e f l e c t s  the influence of  the quadrupole co r r ec t ion  to the 

dens i ty  and cont r ibu tes  up to  ~107, of  the to ta l  magnitude of  the  f requency sh i f t .  

It can be deduced f rom the  r e su l t s  tha t  f o r  a given d is tor t ion ,  the  presence  of  

the  sp i l l -out  leads to a somewhat  weaker  re la t ive  sp l i t t ing  than  would be the  case 

in the  classical  limit. This is due to the f a c t  t ha t  a large densi ty g rad ien t  is 

energet ical ly  unfavorable,  hence the  e lec t ron  cloud tends  to  "smooth out" the  

charge d is t r ibu t ion  thus  reducing the e f f e c t s  of  non-spher ic i ty .  

These r e su l t s  can be used to calculate  the  resonance  sp l i t t ings  in a 

c lus te r  of  a r b i t r a r y  density,  size, and deformat ion .  Conversely, it  is possible  

to use the exper imenta l  photoabsorp t ion  data  on deformed c lus te r s  to  e x t r a c t  the 

deformat ion  pa ramete r s .  

¥. Summary 

In th is  paper,  we have considered several  aspec t s  of  the response  of  a 

metal  c lus te r  to an ex te rna l  probe. 

1. Exper imenta l  da ta  on inelas t ic  e lec t ron  s c a t t e r i n g  by neut ra l  s i ze -  

selected sodium c lus te r s  were  described.  An analysis  o f  the  s ca t t e r i ng  process  

was  presented ,  and the inelast ic  e l e c t r o n - c l u s t e r  in te rac t ion  range  was  

determined.  This range exceeds the c lus te r  h a r d - c o r e  radius  by =50Z, r e f l ec t ing  

the influence of  the  long-range  polar iza t ion  in terac t ion .  

2. The resu l t s  of  an analyt ical  t heore t i ca l  t r e a t m e n t  of  the 

e lec t romagnet ic  response  p rope r t i e s  of  spher ical  metal  c lus te r s  have been 

summarized.  The calculated values of the resonance  f requenc ies  a re  in excel lent  

agreement  wi th  exper imenta l  data.  The exis tence  of  an addit ional  resonance  mode, 
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unique to the small size regime, is predicted. The presence of this mode is 

responsible for  the oscillator strength missing from the measured surface 

resonance peaks. 

3. An approach allowing to analyze the electronic structure of non- 

spherical clusters has been outlined. Making use of a special coordinate 

transformation and sum rules, analytical results are obtained for  the electron 

density distribution and collective resonance frequencies in spheroidal clusters. 

This work was carried out at  Berkeley under U.S. National Science 
Foundation Grant No. DMR-89-13414 and at the Lawrence Livermore National 
Laboratory under the auspices of the U.S. Department of Energy under contract No. 
W-7405-ENG-48. 
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D-1000 Berlin 39, Glienickerstr.100, Germany 

The technique of microcanonical Metropolis-sampling of multifragmen- 
tation is demonstrated by the example of nuclear multi-fragmentation. It 
is has a good chance to be sufficiently ergodic to find and cover the impor- 
tant part of the phase-space in a realistic CPU time. The numerical results 
show the peculiar physics of the breaking of a finite many-body system 
especially near to the liquid to gas transition. The striking differences to 
the behaviour of conventional macroscopic systems are emphasised. 

1 I n t r o d u c t i o n  

In this talk I want to give an introduction into the theory of simultanous 
statistical fragmentation of hot nuclei into several fragments of various size. 
There are two reasons for discussing this in this meeting on the dynamics of 
molecular clusters and their decay: First, it is the first successfull rigorously 
microcanonicaI treatment o f fragmentation [1] and the basic techniques can 
also be used for a theoretical description of the decay of molecular clus- 
ters. Second, the peculiar physics of the statistical multifragmentation of 
finite nuclei may be representative for many other finite complex systems 
including our solar system. 

One of the main differences between realistic finite systems and infinite 
systems like nuclear-matter is that realistic systems have surfaces. Because 
of that they can break into pieces. Also in conventional solid-state physics 
the usual objects are infinite systems and such a mode of inhomogenous 
disintegration does not exist. 
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There is another important difference from infinite systems: Only sys- 
tems of fmitesize can be subjected to long-range forces having a range larger 
than their size. Nuclei have a long-range Coulomb force. This is in no way 
an exotic but otherwise unimportant  feature: We know of other systems 
where this is also the case, e.g. stars, planetary systems, etc are ruled by 
long-range gravity and centrifugal forces. This fact, and its influence on 
the critical behaviour of breaking, has, as we will see, far reaching conse- 
quences. I hope that the studies of disintegrating hot nuclei may show some 
of the interesting phenomena to be expected in such systems. 

Further interest in this model comes from the fact that,  although re- 
alistically complex, its number of degrees of freedom is still small enough 
that  the microcanonical partition-sum can be calculated directly by modem 
powerful Metropolis-Monte-Carlo methods. The quite rich nuclear thermo- 
dynamics can thus be deduced from first principles. There are several 
phase-transitions which are smeared because of the finite size of the sys- 
tem, but nonetheless can clearly be seen. The critical fluctuations can be 
traced back to their origin. Even complicated quantities like the intermit- 
tency of the fluctuations can be reproduced and understood. The methods 
presented here may also be directly applied to derive the thermodynamics 
of atomic clusters as considered in this conference. 

2 T h e  Basic  P i c t u r e  

We assume that after a collision of a highly energetic proton or another 
fast small nucleus with a relatively large taget nucleus there are mainly 
two phases of decay: First there is an emission of fast neutrons and a few 
fast protons or a-particles as preequilibrium particles. Then in a second 
step the remaining system equilibrises and breaks into several fragments 
of various size. While breaking, the system may also expand chaotically 
while the fragments interact strongly. After reaching an overall density of 
something like 1/6 normal density the average distance between the sur- 
faces of neighboring fragments is something like 2fro. At that distance 
the nuclear forces between the fragments cease and the fragments sepa- 
rate along Coulomb trajectories. The transition configuration where the 
first chaotic phase of expansion turns over into a more or less isentropic 
Coulomb-expansion is called the freeze- out. 

This picture is of course very simplified and only comparisons with ex- 
perimental data can show how far it may be valid. However, it makes the 
theoretical description considerably easier. Furthermore, it can take the 
(static) effects of the Hamiltonlan much more precisely into account than 
is possible in any other approach starting with simplified nuclear forces and 
working with a simplified solution of the many-body dynamics. Due to the 
assumption of equilibration at the freeze-out we 'only' have to sample the 
available phase-space at the freeze-out configuration in order to know what 
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type of fragments are produced and with which probability. The remainig 
difficulty comes from the fact that at freeze-out channels with a different 
number of differently sized fragments are in equilibrium. This is quite un- 
usual in statistical mechanics, as there one normaly treats systems with a 
fixed kind and number of particles. 

3 T h e  M e t h o d  

Inspite of being based on a simple idea, the success of the model depends 
crucially on technical details. We will sketch some of them as far as they 
are relevant for a similar theory of atomic cluster disintegration. 

In nuclear fragmentation the following degrees of freedom best describe 
the possible decay channels at the moment of emission of the fragments 
(freeze-out): 
The number nf of fragments, their positions ri, their momenta pi,their 
internal excitations ei, their masses Ai and charges Zi, and the number of 
free neutrons nv. 

Different decay-channels differ in all or some of these numbers. An 
equilibrium model assumes that all different channels which are consistent 
with the basic conservation laws of mass A, charge Z, energy E, momen- 
tum p, and angular-momentum 1 are equally probable. The number of 
allowed channels is the microcanonical partition-sum Z(E). Its logarithm 
In(Z(E)) = S(E) is the entropy. In the microcanonical statistics the tem- 
perature T is defined by 

1 dS(E) 
T -  dE (1) 

and may differ from event to event. 
Usually the neutrons are just counted, and their momenta and positions 

are integrated over. This technical point is quite essential for the success of 
the model. After integrating over the unobserved degrees of freedom of the 
neutrons, and also summing over the internal excitations of the fragments, 
each 'reduced channel' gets a weight W equal to the volume of the unob- 
served phase-space. The weights allow one ~o sor~ ou~ the mos~ impor~an~ 
reduced channels. Before this the complete but different decay channels 
were equally likely. 

The binding energies of the fragments are taken from experiment and 
therefore beyond any theoretical approximation. At typical excitation en- 
ergies of a couple of MeV/A, Metropolis Monte Carlo is an effective way 
to find the most important parts of the available phase-space. Moreover, 
Metropolis sampling is ergodic. If sufficiently many channels are sampled it 
can be proven to cover the complete available phase-space. For molecular 
dynamics, for instance, this is in general not possible. In the practical sit- 
uation, however, the situation is worse even for Metropolis sampling: The 
typical size of the available phase-space can be 10 2° or more different chan- 
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nels or states. The most effective sampling program can at best calculate 
some few million different channels in some hundred CPU-minutes. These 
'negligable few' channels will only be representative if they are selected out 
of the region of maximal weight. 

Metropolis Monte Carlo sampling constructs a diffusive path through 
the phase-space that drifts into the region of maximal weight or importance, 
therefore its other name: importance sampling. A new reduced channel or 
fragmentation is constructed consistent with the conservation laws. The 
new channel should not differ in too many degrees of freedom from the last 
successfull one. This construction is called a move. It is accepted as the 
next successfull channel with the probability 

= w ( 2 ) / w o ) .  (2) 

If it is rejected the previous channel is repeated. Thus a chain of events is 
created. It can be shown that the relative probability of occurence of two 
events i and j along this chain becomes asymptotically W(i)/W(j) [2]. 

One of the most difficult moves is one where the number of fragments 
is changed. Besides of having a rigorous microcanonical sampling, this is 
the other mainly new aspect in which our method differs from the conven- 
tional use of Metropolis Monte Carlo in atomic physics. For this purpose 
we developed an effective strategy, we either divided a randomly selected 
fragment into two new ones (fission), or we combined two fragments to- 
gether (fusion). This is what happens in real life and should therefore be 
the most effective way of changing the number of fragments. In an exactly 
solvable model of partitioning a linear chain of integer numbers (0 - A) into 
fragments of different integer length Ai one can study the effect of exact 
mass- (or charge-) conservation and of the quantum-mechanical symme- 
tries analytically [3,4]. It is interesting to note that this move by splitting 
a fragment or combining two fragments produces automatically the Gibbs- 
factors due to quantum symmetry [5,4]. Because of the high complexity of 
our problem, it is of vital importance to test the strategy of microcanoni- 
cal Metropolis sampling by comparing its results with this non-trivial but 
exactly solvabel model [3]. 

4 S o m e  of  t h e  m o s t  i m p o r t a n t  r e su l t s  o f  t h e  m o d e l  

An interacting complicated many-body system has interesting phase tran- 
sitions. Why are these interesting? In a normal macroscopic system with 
short range couplings of nearest neighbors, the correlation length becomes 
much larger than the range of the interaction near a phase transition of 
second order. The details of the force become unimportant  and the phase 
transition is ruled by geometry only. The critical fluctuations, character- 
ized by the critical exponents, carry a fingerprint of the fractal geometry 
of the transition. 
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To determine the position (T,r, Err) of phase transitions conventionally 
one plots the canonical heat capacity cv = dE/dT[v vs. temperature T. 
Anomalies or spikes in cv(T) are signals of a transition. 

An excited nucleus is a microcanonical rather than a canonical system, 
therefore we have to look for other signals. A good method was shown [6,7] 
to be a scatter plot of In(P) vs.ln(S~). Here P is the size (charge) of the 
largest cluster and S~ the second moment ~ '  Z~ of the charges Zi of the 
fragments in a single event, the largest one excluded. This Campi scatter- 
plot is shown in figure 1 for nuclear microcanonical multifragrnentation. 

We see here, as in the case of percolation, a smooth mountain ridge 
going from large P and small S~ down to small P and again small S~. In 
between the mountain ridge bends and arrives at the largest S~ at inter- 
mediate P = Pc. In analogy to the phase transition of liquid to gas, in a 
macroscopic real gas the upper branch corresponds to the coexistence of a 
condensate (large P) with a vapor, whereas the lower branch is the locus 
of 'supercritical' events where we have a single gas phase and the largest 
droplet is rather small. The intermediate transition point (Pc, Sic) corre- 
sponds to the 'critical point'. (This is at the moment only an analogy to 
the critical point of a phase transition in infinite systems. Certainly more 
research is neccessary here.) One can see that the fluctuations of (S~) are 
also largest at the 'critical point', such that normally this point is difficult 
to reach, a phenomenon well known as critical opalescence. 

There is, however, an important difference to percolation or a macro- 
scopic liquid to gas transition [8]: In nuclear fragmentation there is a sec- 
ond 'critical' aggregation ofpointz (also in phase space) at very large P and 
large S~. Events contributing to this region show that these are fission-like 
events, where two and only two of the fragments produced per event are 
large. This new aggregation in phase space (called hot fission) is naturally 
controlled by the interplay of the long-range Coulomb force with the surface 
tension and therefore totally absent in macroscopic gases or liquids as well 
as percolation. 

Near to Tc the nuclear liquid-gas transition is also of second order. Be- 
cause of the finite size of the nuclei this region is not concentrated to the 
'critical point' itself. Everywhere the correlation length is of the size of the 
nuclear diameter, first and second order transitions are indistinguishable. 

This is the first example that the study of the fluctuations (event by 
event analysis of the Campi-correlations) allows one to separate the two 
'critical' mechanisms: hot fission and 'liquid-gas phase transition ' 

It is very instructive to switch off the long-range Coulomb repulsion. 
Then our system behaves much more like a normal real gas at its liquid to 
gas phase transition . In the Campi scatter-plot discussed above this can 
easily be seen (e.L figure 2). The second aggregetion by the hot fission 
events disappear and we have only the long mountain-ridge of the liquid to 
gas phase transition. Then it's behaviour is very much like that of normal 
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water-droplets: The surface-tension is dominating and keeps the system 
together. There will be no real breaking. The system evaporates single nu- 
cleons and alphas. Of course, we switched-off the Coulomb interaction only 
to first order, we still used unchanged nuclear radii, the binding energies 
axe the liquid-drop energies without its Coulomb part. A proper selfconsis- 
tent calculation of the ground-state without Coulomb-repulsion would lead 
to very different densities and radii. The correct treatment of the nuclear 
many-body problem under strong interactions only would require more ba- 
sically new methods of analysis. This, however, is far outside the intention 
of this paper. 
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1. I n t r o d u c t i o n  

Collisions between atomic dusters offer a new and interesting field of cluster 

research. First theoretical studies of cluster-cluster collisions (CCC) 1'2'3'~ 

have shown that close analogies to nuclear heavy-ion collisions (HIC) exist. 

Inspire of the different microscopic forces acting between the constituents, 

the dynamics of collective (macroscopic) degrees of freedom is similar in both 

types of systems. The reaction mechanism of HIC and CCC is character- 

ized by dissipation and fluctuation phenomena of a few collective variables 

coupled to a large, but finite number of intrinsic degrees of freedom (nucle- 

onic and atomic, respectively). 2 Therefore, CCC allow to study relaxation 

phenomena in finite atomic many-body systems. 

One of the striking differences between HIC and CCC consists in the role of 

shell effects. Whereas in HIC nucleonic shell effects are "smoothed" out with 

increasing excitation energy of the nucleons, they survive almost completely 

in CCC because the excitation energy is stored mainly in chaotic atomic 

motion, while the electrons (which mediate the shell effects) remain in their 

ground state (at sufficiently low bombarding energies). The dominating 

role of shell effects in CCC shows up in the preferential (almost exclusive) 

occurrence of "magic" products in the exit channel3 The decisive influence 

of shell effects on the energetics 5 and dynamics ~ of cluster-fission has been 

demonstrated recently, too (see also the contribution of U. Landman et al., 

this volume). 

Relaxation phenomena should be appropriately treated in terms of trans- 

port theories. As a basic entity of any transport theory, the interaction 

potential as function of the relevant collective degrees of freedom must be 

known. In the work to be reported here, a microscopic formalism for the cal- 

culation of the interaction potential between colliding clusters is presented. 

It is based on density functional theory in local density and a two-centre 
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jellium approximation. The potential is calculated as function of the centre- 

mass distance and the size-asymmetry, being important collective degrees 

of freedom in collisions. First results for the Na2o + Na2o system are pre- 

sented. The role of shell effects and their consequences on the collisional 

dynamics are discussed. Relations to nucleus-nucleus potentials as well as 

phenomenological potentials 4 will be outlined. 

2. T h e  t w o - c e n t r e  K o h n - S h a m  j e l l i u m  f o r m a l i s m  

The potential energy between colliding clusters is defined as the difference 
/~.(1+2) 

between the ground-state total energies of the two-cluster system ~tot 
and the energies of the two separated clusters 

~.0+2) (p.O) ~..0)'~ 
U = ~ o ~  - k_,o~ + _ , o ~ )  (1)  

For the calculation of the energies we adopt the jellium approximation. 

The electronic ground-state configuration results from the self-consistent 

solution of the Kolm-Sham equation in local density approximation 

- ~ a  + v~ii(~ ¢i(r3 = ~¢~(~ (2) 

/ p(n)d3~l 
=vo~(~+ I~-~,1 +v~o(~ 

OCC. 

p(~O = ~ I ¢,(~ I ~ (3) 
{ 

where p, Veu, Vee and Vxc stand for the electronic density, t he  electron- 

background potential, the electron-electron and the exchange-correlation 

potential, respectively. For the exchange-correlation potential and its energy 

density ¢=c we applied the formulae of Gunnarsson and Lundquist [7]. The 

total energy Eto: consists of the kinetic energy Eain, the electrostatic energy 

B,8 and the exchange-correlation energy E=c 

The positive charge density ~+ as function of the centre-mass distance d 

betweeen the interacting clusters is treated in a simple geometrical modelS: 

For d >_ R1 + / / 2 ,  two spheres with radii R1 = rsN~/a are assumed, where 

r,  is the Wigner-Seitz radius (r~ = 3.93 a.u. for Na) and Ni the number of 
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atoms in the cluster i. For distances d < R1 + R2, two overlapping spheres 

with constant charge density (i.e. volume conservation) are assumed. Thus, 

for d = 0 one approaches the fused spherical compound cluster with radius 

Ro = 21/3R1 in case of symmetric collisions R1 = R2. The pertinent po- 

tential V~ of the positive charge is given analytically for d > R1 + R2. 

Due to the symmetry of two overlapping spheres (d < /~1 + R2) of equal 

radii (R1 = R2), Veu can be obtained using the superposition principle and 

solving the Poisson equation AVe, = -4r#+(r-) in the overlap region in 

spherical coordinates by a series expansion with Lengendre polynomials 

OO 

/=0 

( 4 )  

which leads to analytical series expansions for the coefficients ae and be. 9 

The two-centre Kohn-Sham problem (2,3) is treated in prolate spheroidal 

Coordinates ~, r/, ~. The wave functions ffi(~ are expanded in terms of 

the Hylleraas basis functions Cklm(r-') lo 

k,l 

x - - 1 ) / a  ( 5 )  

containing generalized Laguerre and Legendre functions L~' and Pt m, re- 

spectively. The expansion (5) leads to a generalized algebraic eigenvalue 

problem. For details and an optimal choice of the parameter a, see ref. 11. 

The Poisson equation for the electrons AV~ = -47r#(~ is converted into a 

system of ordinary differential equations, using the ansatz 

o O  

1 ~ ( 2 1  + 1)Xt(¢)P,(r/) (6) 
l=0 

The total energies of the individual clusters w 0) ~(2) "-'tot ,  --'tot az well as the limiting 

w,(z+2)¢'/ 0) are, of course, calculated in spherical symmetry. 8 
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3. R e s u l t s  a n d  Discuss ion  

3.1 Potential as function of ~he distance d 

In Fig. 1, the calculated interaction potential U(d) as function of the 

distance between two Na2o clusters is presented. The touching radius 

R12 = R1 A- R2 of the jellium spheres is indicated by an arrow. Besides 

a small structure at large overlap (d .~ 10 a.u.) the potential is attrac- 

tive. This behaviour corresponds to the expectation of a macroscopic liquid 

drop picture 4 where the gain of surface energy always induces attraction 

between interacting aggregates. Moreover, the maximum attractive force 

between both clusters is reached at the touching point R12. This important 

property of the potential is in accord with the proximity theorem which 

states that the maximum cohesive force between two curved surfaces occurs 

at contact; for two spheres a it is given approximately by 

Fpro~ = -4~ro R1 • R2 R T  (7) 

with a the surface tension. The proximity theorem has been checked to be 

valid for macroscopic objects 12 and has been successfully applied also for 

the nuclear part of the interaction potential between two heavy-ions. 12'13 In 

all cases we have investigated so far 14, the proximity theorem was found to 

be valid also for interacting clusters. This justifies the use of the phenomeno- 

logical potential based on the liquid drop model and the proximity theorem 

to estimate the global behaviour of the fusion cross sections between metal 

clusters as function of cluster size, charge and energy. 4 

The absolute value of the proximity force is strongly influenced by the 

electronic shell structure of the clusters. For example, in case of Na2o + 

Na2o considered here one has (with a = 200 dyn/cm) a proximity force 

Fpro= ..~ -0.23 eV/a.u., whereas the microscopic force at contact is about 

-0.1 eV/a.u, and thus differs by a factor of two from the macroscopic value. 

This difference is due to shell effects; a similarly strong shell effect is ob- 

served for the Q-value for fusion Q = U(d = 0) which follows from our 

microscopic calculation to be ~ -1.13 eV (see Fig. 1), and differs again by 

a factor of two from the prediction of the liquid drop model 
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which yields -2.06 eV. 

3.2 The potential as function of the size-asymmetry N1/N 

One of the most interesting relaxation processes in collisions between com- 

plex particles is the evolution of the mass-asymmetry which determines 

the final fragment distribution. In nuclear physics, the dynamics of the 

mass-asymmetry in collisions and fission has been, e.g., successfully treated 

using fragmentation theory based on the solution of the SchrSdinger equa- 

tion within the fragmentation potential 15 (see aso the contribution of W. 

Greiner, this volume). In the following, we will give an estimate of the 

fragmentation potential for atomic clusters which controls the exchange of 

atoms in CCC. 

In quasielastic and deep inelastic collisions, only the tail of the potential 

energy at d~J~l + R2 is of relevance. In this region, the interaction energy 

as function of the distance is always small as compared to the difference of 

the total cluster energies ~(1) ~(2) Therefore, to get a first insight, we J " * o t  , "*"Jtot " 

neglect the former contribution and define the potential energy as function 
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of the size-asymmetry Ni/N as 

U(N1/N) = E, ot(NI) + E~ot(N - N1)-  Eto,(N) (9) 

where E, ot(Ni), Btot(N- Ni) are the energies of the clusters containing 

Ni and N - Ni atoms, respectively, thereby keeping their total number 

N = Ni + N2 fixed. The normalization constant in eq. (9) is arbitrary; we 

normalize to the energy Etot(N) of the compound duster having N atoms. 

Approximation (9) drastically simplifies the computational effort, allowing 

to use the spherical jellium model and thus contains the important shell 

effects. 

In Fig. 2, the calculated fragmentation potential U(N1/N) for the Na4o 
system is presented and compared to the predictions of the liquid drop 

model, for which eq. (9) simply yields 

= 4 ~ r , ( N  1 + ( N -  Xl ) (10) V(lVlllV) ~ ~/~ )~/~-,N ~/~ 

with the maximum value always at symmetry, N1/N = 0.5. In contrast, 

large shell effects are clearly seen in the microscopic potential. Although, 

the spherical jellium model overestimates the shell energies in u(g l /N)  i4, 
it reproduces correctly the qualitative trends; it thus allows to deduce the 

gross features of the final cluster-size distribution expected in experiments. 

For the Na4o system considered here in greater detail, the following points 

are of particular interest: 

(i) In symmetric collisions N1/N = 0.5 (i.e., the "double magic" system 

Na2o + Na2o) the size asymmetry remains frozen to a large extent because 

the potential has a pronounced minimum at this point. This prediction is in 

accord with molecular dynamics simulations of NaB -t- Nas collisions 2 where 

even in deep inelastic collisions the observed final products are identical with 

projectile and target. 

(ii) In somewhat asymmetric collisions with N 1 / g  ~ 0.4 (i.e., Nai7-F Na23) 
one expects from Fig. 2 a strong tendency towards symmetry and thus an 

asymmetric final size distribution towards symmetry (Ni ~-, N2 ~-, 20). 

(iii) For Yi /N  = 0.35 (i.e., Na13 -F Na27) the potential exhibit a symmetric 

maximum. Hence, the size distribution of the products is expected to be 

very broad and symmetric. 
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the "macroscopic" liquid drop potential. 

(iv) Increasing the initial size-asymmetry further to about N1/N ~ 0.25 

(i.e., Nalo + Na3o collisions) again an asymmetric distribution can be ex- 

pected but with opposite tendency as given by (ii). 

(v) Finally, for N1/N = 0.2 (i.e., Nas + Na32) the "magic" Nas produces 

a minimum in U(N1/N) which to a large extent should again preserve the 

initial asymmetry. Statistical fluctuations will lead to an asymmetric finM 

distribution, in contrast to (i). 

Altogether, fihe study of CCC promises a large varify of phenomena con- 

nected with the exchange of atoms, induced by the dominating influence 

of shell effects. For a quantitative theoretical prediction of finM size distri- 

bution in CCC, the inclusion of deformation and charge of the clusters is 

essentiM. 
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S n o w b a l l s :  M i c r o - C l u s t e r s  in  L i q u i d  H e l i u m  a s  T o o l s  i n  N u c l e a r  a n d  
C o n d e n s e d - ~ I a t t e r  P h y s i c s  

Nor iak i  TAKAHASHI 

Col lege of G e n e r a l  E d u c a t i o n ,  

Osaka  U n i v e r s i t y  

T o y o n a k a / O s a k a ,  560 J a p a n  

ABSTRACT: S n o w b a l l  i s  a c h a r g e d  a g g r e g a t e  of he l ium a t o m s  
a r o u n d  an  i m p u r i t y  i on  in  l i q u i d  h e l i u m ,  eLi n u c l e i  a s  o b -  
t a i n e d  w i t h  n u c l e a r  r e a c t i o n  7Li(d ,  p)SLi  w e r e  a d m i t t e d  in to  
l iqu id  he l ium a n d  t h e  ions  w e r e  d r i v e n  b y  an  e l e c t r i c  f ie ld  to 
s u r f a c e - b a r r i e r  d e t e c t o r s .  F r o m  t h e  v a r i a t i o n  in n u m b e r  of  
d e t e c t e d  a l p h a - p a r t i c l e s  wi th  d e l a y  t ime, h a l f - l i f e  of  s n o w b a l l s  
was  o b t a i n e d  a s  352 ± 82 ms.  The  o b s e r v e d  l o n g  l i f e t i m e  
u n d e r l i n e s  t h e  v iew of  t h e  e x p e r i m e n t  t h a t  t h e  s n o w b a l l s  c o n -  
s t i t u t e  a s u i t a b l e  milieu f o r  p r e s e r v i n g  n u c l e a r  p o l a r i z a t i o n  
t h r o u g h o u t  t h e  l i fe t ime of c o r e  i ons  '2B p r o d u c e d  in  t h e  r e a c -  
t ion  232Th(14N, 12B). 

1. INTRODUCTION 

I m p u r i t y  i o n s  i n t r o d u c e d  in  l i q u i d  h e l i u m  m a y  b e h a v e  a s  s i n g l y  

c h a r g e d  e n t i t i e s  w i t h  e f f e c t i v e  m a s s  of  50 -100  He a t o m s ,  w h i c h  a r e  

r e f e r r e d  to  a s  s n o w b a l l s .  A s n o w b a l l  i s ,  t h e r e f o r e ,  a n  a g g r e g a t e  of  

h e l i u m  a t o m s  b y  m e a n s  of  e l e c t r o s t r i c t i o n  a r o u n d  a n  i m p u r i t y  c o r e  ion 

a d m i t t e d  in  l i qu id  hel ium.  I) Not o n l y  he l ium ions  a s  f i r s t  n o t i c e d  b u t  a l so  

a n y  o t h e r  a l i en  ions  do fo rm s n o w b a l l s ,  z) The me t h o d  u s e d  in  t h e  s t u d y  

of p o l a r i z a t i o n  p h e n o m e n a  in  h e a v y  ion r e a c t i o n s  3) e n a b l e d  us  to c o n c e i v e  

r e n e w e d  i n t e r e s t s  to  a p p r o a c h  i n d i v i d u a l  s n o w b a l l s  t h r o u g h  a l p h a -  a n d  

b e t a - r a y  c o u n t i n g .  

While t h e  s n o w b a l l  has  b e e n  t h o u g h t  of a h i g h l y  p e r m a n e n t  so l id  e n -  

t i t y ,  4) t h e r e  a r e  s t i l l  d o u b t  w h e t h e r  a l l  t h e  e x i s t i n g  e v i d e n c e s  do  

d e c i s i v e l y  f a v o u r  t h e  p i c t u r e  of  a s o l i d  c o r e .  5) T h e  p r e s e r v a t i o n  of  

n u c l e a r  p o l a r i z a t i o n  p r o v i d e s  w i t h  an i m p o r t a n t  c lue  to t h i s  i s s u e ,  e n a -  

b l i n g  us  to t e s t  t h e  i n h e r e n t  s t r u c t u r e  of  s n o w b a l l s  d i r e c t l y  as  well  a s  to  
p e r i p h e r a l  p r o b l e m s  of  t h e  a b o v e  e x p e r i m e n t .  

Here,  in t h i s  r e p o r t ,  p r e s e r v a t i o n  of  n u c l e a r  p o l a r i z a t i o n  of c o r e  i ons  

12B (T1/2 = 20.4 ms,  b e t a - r a d i o a c t i v e )  a n d  m e a s u r e m e n t  of  l i fe t ime of  SLi 

(T,/2 = 832 ms,  b e t a -  a n d  a l p h a - r a d i o a c t i v e )  s n o w b a l l s  a r e  p r e s e n t e d .  

I t  h a s  b e e n  p r o v e d  t h a t  t h e  s n o w b a l l s  a r e  f a r  l o n g - l i v e d  a s  c o m p a r e d  to 
12B, namely ,  h a l f - l i f e  of  s n o w b a l l s  was  o b t a i n e d  a s  350 ms. This  o b s e r v e d  

l o n g  l i f e t i m e  s u p p o r t s  t h e  v i e w  t h a t  t h e  s n o w b a l l s  c o n s t i t u t e  a s u i t a b l e  
mi l i eu  f o r  m a i n t a i n i n g  n u c l e a r  p o l a r i z a t i o n  o f  s h o r t - l i v e d  c o r e  i o n s  
t h r o u g h o u t  t h e i r  l i fe t ime.  



239 

2. FORMATION OF SNOWBALLS 

An i m p u r i t y  ion a d m i t t e d  in  l i q u i d  h e l i u m  c r e a t e s  a s t r o n g  e l e c t r i c  

f i e l d  a r o u n d  i t s e l f .  T h e  e l e c t r o s t r i c t i o n  e x e r t e d  on  t h e  He a t o m s  s u r -  

r o u n d i n g  t h e  i m p u r i t y  ion  c o m p e l s  t h e m  to e x h i b i t  a n  e x t r e m e l y  small  b u t  

f i n i t e  e l e c t r i c  d i p o l e  m o m e n t ,  d e s p i t e  t h e  f a c t  t h a t  t h e  e l e c t r i c  

p o l a r i z a b i l i t y  of  he l ium atom is  a p p r o x i m a t e l y  o n l y  0.5 x 10 -24 cm 2. To 

m i n i m i z e  t h e  e l e c t r o s t a t i c  e n e r g y ,  a n  a g g r e g a t e  of  e l e c t r i c a l l y  p o l a r i z e d  

he l ium a toms  is  f o r m e d  a r o u n d  t h e  ion.  The  r a n g e  of  s u c h  a n  e f f e c t  is  

c a l c u l a t e d  to  b e  a b o u t  6 A, t h u s ,  we  may t h i n k  of  a c h a r g e d  s p h e r i c a l  

a g g r e g a t e  c r e a t e d  a r o u n d  t h e  i m p u r i t y  ion.  The i n t e r n a l  p r e s s u r e  h a s  

b e e n  c a l c u l a t e d  b y  A t k i n s ,  6) who  a t t e m p t e d  to s i mu l a t e  t h e  a g g r e g a t e  b y  a 

c o n t i n u o u s  m e d i u m .  We k n o w  t h a t  t h e  p r e s s u r e  of  a t  l e a s t  25 a t m  i s  

n e e d e d  to  s o l i d i f y  he l ium a t  0 K. The  c a l c u l a t e d  p r e s s u r e  by  f a r  e x c e e d s  

t h e  v a l u e  of t h i s  m e l t i n g  p r e s s u r e  a t  r < 6 A w i t h  a r e a s o n a b l e  v a l u e  f o r  

t h e  s u r f a c e  t e n s i o n .  S u c h  i s  a s n o w b a l l ,  c o n t a i n i n g  50 - 100 h e l i u m  

a toms  a r o u n d  a c o r e  ion  a n d  is  s i n g l y  c h a r g e d .  

We a r e  t h u s  led  to c o n s i d e r  t h a t  a s n o w b a l l  may wel l  be  of  t h e  so l id  

e n t i t y ,  a l t h o u g h  t h e r e  h a v e  b e e n  s t i l l  no d i r e c t  e v i d e n c e s  f o r  t h i s  s t a t e -  

men t .  

3. EXPERIMENT 

3.1. F r e e z i n g  o u t  of  n u c l e a r  p o l a r i z a t i o n  of  c o r e  i o n s  

A 135-MeV n i t r o g e n  i o n  b e a m  

o b t a i n e d  f r o m  t h e  c y c l o t r o n  a t  t h e  

R e s e a r c h  C e n t e r  f o r  Nuc l ea r  P h y s i c s ,  

O s a k a  U n i v e r s i t y ,  w a s  s h a p e d  i n t o  

p u l s e s  of  30-ms  d u r a t i o n  a n d  8 0 - m s  

r e p e t i t i o n  a n d  w a s  f o c u s s e d  in to  a 

d i a m e t e r  o f  4 mm o n  a t a r g e t ,  a 
w a t e r - c o o l e d  t h o r i u m  fo i l  o f  t h i c k -  

n e s s  20 m g / c m  z. I o n s  u n d e r g o i n g  

no  i n t e r a c t i o n s  w i th  Th nuc l e i  w e r e  

C o l l e c t e d  a t  a b e a m  d u m p  i n  t h e  

t a r g e t  c h a m b e r .  R e a c t i o n  p r o d u c t s  

'=B w e r e  t a k e n  o u t  a t  25 d e g r e e s  

w i t h  r e s p e c t  to  t h e  d i r e c t i o n  of  t h e  

i n c i d e n t  b e a m  t h r o u g h  a c o l l i m a t o r  

i n t o  t h e  c r y o g e n i c  s p a c e  a n d  w e r e  

i n t r o d u c e d  i n t o  l i q u i d  h e l i u m  a t  a 

t e m p e r a t u r e  of  1.7 K. The t e m p e r a -  

t u r e  w a s  m o n i t o r e d  b y  t h e  h e l i u m  

v a p o u r  p r e s s u r e  i n  t h e  s u p e r f l u i d  

c h a m b e r  a n d  b y  a g e r m a n i u m  a n d  a 

c a r b o n  r e s i s t o r s  p l a c e d  i n s i d e  t h e  

. ! .  . 

i l " g' jll  

FRONT VIEW 

t | |  i t . F | |  

'1 

S I D E  V I E W  

Fig.  1 
S e t u p  f o r  p o l a r i z a t i o n  m e a s u r e m e n t s  
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c h a m b e r .  The  c h a m b e r  w i n d o w  w as  of  5 0 - ~  m t h i c k  s t a i n l e s s  s t e e l  a n d  
t h e  r e a c t i o n  p r o d u c t s  w i t h  k i n e t i c  e n e r g y  e x c e e d i n g  s p e c i f i e d  v a l u e s  
d e t e r m i n e d  f r o m  t h e  r a n g e  a n d  t h e  e n e r g y  l o s s  i n  t h e  t a r g e t  a n d  t h e  

w i n d o w ,  p e n e t r a t e d  i n t o  l i q u i d  he l i um .  The  r e s i d u a l  r a n g e  in  t h e  l i q u i d  

h e l i u m  is  o n l y  a few mm a t  m o s t .  M o s t  o f  t h e  i m p i n g e d  n B  i o n s  w e r e  

n e u t r a l i z e d  d u r i n g  t h e  s t o p p i n g  p r o c e s s .  A f r a c t i o n  of  i o n s  s u r v i v e d  
w i t h o u t  b e i n g  n e u t r a l i z e d ,  u n t i l  t h e y  f o r m e d  s n o w b a l l s .  T h e s e  s n o w b a l l s  

w e r e  d r a g g e d  to  t h e  20-ram l o n g  c e n t r a l  d o m a i n  b y  a s t a t i c  e l e c t r i c  f i e ld  

i m p r e s s e d  in  t h e  3 0 - m m  wide  a n d  50- ram l o n g  s u p e r f l u i d  c h a m b e r .  T h e  
e x p e r i m e n t a l  s e t u p  i s  s h o w n  in  Fig.  1. 

A s t a t i c  m a g n e t i c  f i e ld  w as  p r o d u c e d  al l  t h e  way  f rom t h e  t a r g e t  to  

t h e  s u p e r f l u i d  c h a m b e r  in  t h e  d i r e c t i o n  of  t h e  r e a c t i o n  n o r m a l  a n d  t h e  

s t r e n g t h  a r o u n d  t h e  d o m a i n  w as  0.9 kG w i t h  i n h o m o g e n i e t y  l e s s  t h a n  1 % .  

B e t a  r a y s  f rom t h e  u n s t a b l e  n u c l e i  t h u s  t r a n s p o r t e d  w e r e  d e t e c t e d  d u r i n g  

40 ms o f  t h e  o u t - b e a m  p e r i o d s  b y  a p a i r  of  p l a s t i c  c o u n t e r  t e l e s c o p e s  
d e p l o y e d  p a r a l l e l  to  t h a t  d i r e c t i o n . 7 ~  B e t a  r a y s  p e n e t r a t e d  a 100 jz m 
s t a i n l e s s  s t e e l  w i n d o w  of  t h e  s u p e r f l u i d  c h a m b e r  a n d  a 50-1~ m t h i c k  
a l u m i n i u m  w i n d o w  o f  t h e  v a c u u m  c h a m b e r ,  b e f o r e  i m p i n g i n g  a c o u n t e r  

t e l e s c o p e  w h i c h  c o n s i s t e d  of  two e n e r g y - l o s s  d e t e c t o r s  of  t h i c k n e s s  2 ram, 
one  l a r g e  e n e r g y  d e t e c t o r  a n d  a n  a n t i - c o i n c i d e n c e  d e t e c t o r  a t  t h e  s u r f a c e  
of  t h e  m a g n e t  po le s .  T he  e n e r g y  t h r e s h o l d  of  t h e  c o u n t e r  t e l e s c o p e  was  

s e t  a t  3 MeY. E n e r g y  a n d  t ime  s p e c t r a  w e r e  c o n s i s t e n t  w i t h  t h o s e  of  lZB 
(T ,n  = 20.3 ms, I~t: 1 '  a n d  E$,aax = 13.7 MeV). 

N u c l e a r  p o l a r i z a t i o n  of ~B w as  r e v e r s e d  d u r i n g  e v e r y  o t h e r  o u t - b e a m  

p e r i o d  b y  a p p l y i n g  t h e  a d i a b a t i c - f a s t - p a s s a g e  NMR o v e r  t h e  r e s o n a n c e  

f r e q u e n c y  675 kHz d u r i n g  5 - m s  r f - p e r i o d s  b e f o r e  a n d  a f t e r  t h e  b e t a - r a y  
c o u n t i n g .  A p a i r  of  r f - c o i l s  w e r e  i n s t a l l e d  i n  t h e  c h a m b e r  a n d  w e r e  

d i p p e d  c o m p l e t e l y  in  t h e  l i q u i d  he l ium.  T h e  NMR w a s  o t h e r w i s e  a p p l i e d  

o v e r  a f r e q u e n c y  150 kHz a p a r t  f r o m  t h e  r e s o n a n c e  a n d  t h e  n u c l e a r  
p o l a r i z a t i o n  was  k e p t  u n a l t e r e d .  By t a k i n g  t h e  a v e r a g e  of  t h e  l e f t - r i g h t  

r a t i o s  of  t h e  c o u n t i n g  r a t e s ,  t h e  b e t a - r a y  a s y m m e t r y  was  o b t a i n e d  f r e e  of  
t h e  i n s t r u m e n t a l  a s y m m e t r i e s .  

P o l a r i z a t i o n  of  t h e  '2B w a s  p r e s e r v e d  d u r i n g  t h e  f l i g h t  i n  v a c u o  f r o m  

t h e  t a r g e t  to  t h e  c h a m b e r  w i ndow ,  s i n c e  t h e  ion  was  e n e r g e t i c  e n o u g h  to  

be  in  t h e  f u l l y  s t r i p p e d  s t a t e  a n d  n o  h y p e r f i n e  i n t e r a c t i o n s  i n  t h e  i o n  
w e r e  e f f e c t i v e .  T he  co l l i s ion  t ime is  s h o r t  e n o u g h  w h i l s t  p e n e t r a t i n g  t h e  
s o l i d  m a t e r i a l  s u c h  a s  t h e  c h a m b e r  w i n d o w  a n d  n o  d e t e r i o r a t i o n  o f  
p o l a r i z a t i o n  t ook  p lace .  

T h e  a n g u l a r  d i s t r i b u t i o n  o f  b e t a  r a y s  f r o m  t h e  p o l a r i z e d  lZB i s  
a s y m m e t r i c ,  o w i n g  to  t h e  p a r i t y  n o n - c o n s e r v a t i o n  in  t h e  w e a k  i n t e r a c t i o n  
a n d  r e a d s  

W(O ) = 1 - Pcose 

w i t h  r e s p e c t  to  t h e  a x i s  of  IZB p o l a r i z a t i o n .  P o l a r i z a t i o n  P i s  e x p r e s s e d  

a s  
P = (1 - Rw2}/(1 + R*/=), 

w h e r e  

R : (N( 0 }IN( ;[ )}o~FI((N( 0 )IN( ;~))on. 

Here  N 's  s t a n d  f o r  t h e  c o u n t i n g  r a t e s  of  b e t a  r a y s  d u r i n g  o f f -  a n d  o n -  
r e s o n a n c e  p e r i o d s  a t  : 0 a n d  ~ .  
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P o l a r i z a t i o n  m e a s u r e d  was  7 ± 3 %. T h o u g h  we n e e d  more  c o u n t i n g  

s t a t i s t i c s ,  t h i s  v a l u e  a g r e e s  well  w i th  t h e  m e a s u r e d  a v e r a g e  p o l a r i z a t i o n  of  

I~B f r o m  t h e  s a m e  r e a c t i o n  a t  129 HeV a n d  a t  30 d e g r e e s ,  P - 10%.~) 

T h u s ,  we p r e s u m e  t h a t  t h e  s p i n  p o l a r i z a t i o n  of  t h e  c o r e  n u c l e u s  is  e s s e n -  
t i a l ly  p r e s e r v e d  t h r o u g h  t h e  l i fe t ime.  

3.2. L i fe t ime of  Snowba l l  

A b e a m  of  150-HeV ~Li i o n s  was  o b t a i n e d  f rom t h e  c y c l o t r o n  a t  t h e  

R e s e a r c h  C e n t e r  f o r  Nuc lea r  P h y s i c s  a n d  was  s h a p e d  in to  p u l s e s  of  1 .2 - s  

d u r a t i o n  a n d  3 .2 - s  r e p e t i t i o n .  The  beam was  f o c u s s e d  in to  a d i a m e t e r  of  

l e s s  t h a n  4 mm a n d  w a s  l e d  to  t h e  t a r g e t  o f  CD2 a n d  t h e  r e a c t i o n  

p r o d u c t s  8Li w e r e  i n t r o d u c e d  i n t o  a c r y o g e n i c  s p a c e  a t  0 d e g r e e s  a n d  

i n t o  l i qu id  he l ium a t  a t e m p e r a t u r e  of  4.2 K t h r o u g h  a w i n d o w  m a d e  of  

5 0 - ~ m  ~hick a lumin ium.  A p a r t  o f  SLi i o n s  f o r m e d  s n o w b a l l s .  T h e s e  

s n o w b a l l s  w e r e  d i s p l a c e d  b y  a p p r o x i m a t e l y  10 mm b y  a n  e l e c t r i c  f i e ld  

i m p r e s s e d  p e r p e n d i c u l a r  to t h e  o r i g i n a l  beam d i r e c t i o n  b e t w e e n  a g r i d  a n d  

a s u r f a c e - b a r r i e r  d e t e c t o r  in  t h e  l i qu id  he l ium c h a m b e r .  

The c o n f i g u r a t i o n  n e a r  t h e  c e n t r e  of  t h e  c r y o g e n i c  s p a c e  is  s h o w n  in  

Fig.  2. The e l e c t r i c  p o t e n t i a l s  of  t h e  e n t r a n c e  w i n d o w  (A) a n d  t h e  d e t e c -  

t o r s  (Y, a n d  F) w e r e  k e p t  a t  +2 kV a n d  0 kV, r e s p e c t i v e l y ,  a n d  t h a t  of  

t h e  g r i d  {B) was  +2 a n d  +1 k¥.  The l a t t e r  p o t e n t i a l  v a l u e  w a s  a p p l i e d  

d u r i n g  a n  o u t - b e a m  p e r i o d  a f t e r  a c e r t a i n  d e l a y  t ime TD f rom t h e  e n d  of  

t h e  i n - b e a m  p e r i o d  a n d  a m e a s u r i n g  p e r i o d  was  s t a r t e d .  D u r i n g  t h e  i n -  

beam t ime a n d  t h e  s u b s e q u e n t  d e l a y  t ime,  t h e  g r i d  p o t e n t i a l  was  k e p t  a t  

+2 kY. By c h a n g i n g  t h e  d e l a y  t ime,  a l p h a - p a r t i c l e s  f rom 8Li -> SBe -> a 

+ a w e r e  d e t e c t e d  by  t h e  s u r f a c e  b a r r i e r  d e t e c t o r s .  Th i s  c o n f i g u r a t i o n  

e n a b l e d  u s  t o  k e e p  t h e  p r o d u c e d  s n o w b a l l s  in  t h e  v i c i n i t y  of  t h e  g r i d  

w h e n  t h e y  w e r e  p r o d u c e d  a n d  l a t e r  to  t r a n s p o r t  a n d  c o u n t  t h e m  a t  t h e  
s u r f a c e - b a r r i e r  d e t e c t o r .  

A d e l a y  t i m e  s p e c t r u m  o b t a i n e d  w i t h  t h e  a l p h a  p a r t i c l e  c o u n t i n g  is  

s h o w n  in  Fig.  3. A sol id  l ine  is  d r a w n  f o r  T1/2 = 250 ms a s  f i t t e d  to t h e  

l 
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Fig.  2 Fig .  3 
C e n t e r  o f  t h e  c r y o g e n i c  s p a c e  A l p h a - p a r t i c l e  c o u n t i n g  w i t h  d e l a y  t ime 
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m e a s u r e d  p o i n t s .  T h i s  p r o v e s  t h a t  s n o w b a l l s  a r e  d e t e c t e d  b y  m e a n s  of  
a l p h a  d e c a y  a n d  t h e  p r e s e n t  a l p h a - p a r t i c l e  d e t e c t i o n  m e t h o d  i s  a l so  e f f e c -  
t i v e  in  d e t e r m i n i n g  t h e  i i f e t ime  of s n o w b a l l .  We o b t a i n  f r o m  t h i s  o b s e r v a -  
t i on  a t y p i c a l  v a l u e  f o r  t h e  h a l f  l i fe  of  s n o w b a l l s  a s  352 :i: 82 ms,  t a k i n g  

i n t o  a c c o u n t  o f  t h e  h a l f - l i f e  o f  8Li n u c l e i .  O u r  p r e v i o u s  v a l u e  w i t h  a 

c o n v e n t i o n a l  e l e c t r i c  c h a r g e  m e a s u r e m e n t s  p r o d u c e d  a v a l u e  f o r  t h e  h a l f -  
l i fe  of  a b o u t  1 s a t  a t e m p e r a t u r e  of  1.7 K, i. e. ,  w i t h  s u p e r f l u i d  he l ium.  

4. DISCUSSION 

T h e  o b s e r v e d  l i f e t i m e  s t r o n g l y  s u p p o r t s  t h e  v i e w  t h a t  t h e  s n o w b a l l s  

a r e  a s  l o n g - l i v e d  a s  m a n y  r a d i o a c t i v e  n u c l e i .  S t i l l  t h e  p r o b l e m  r e m a i n s ,  
i f  we  a r e  r e a l l y  o b s e r v i n g  s n o w b a l l s .  T h e  a n s w e r  i s  i n d i r e c t  b u t  t h e  

d r i f t  v e l o c i t y  of  t h e  c h a r g e  c a r r i e r s  we a r e  d e a l i n g  is  i n  t h e  r i g h t  o r d e r  
of  m a g n i t u d e  a s  t h a t  of  s n o w b a l l  m e a s u r e d  b e f o r e  b y  M e y e r  a n d  Reif.  1) 

T h e  l i f e t ime  o b t a i n e d  h e r e  i s  s l i g h t l y  s m a l l e r  t h a n  t h e  p r e v i o u s  v a l u e .  

T h e  r e a s o n  i s  t h a t  t h e  l i f e t i m e  i s  t h e  maximum e x p e c t a t i o n  v a l u e  i n  t h e  

m e a s u r e m e n t s .  T he  e x p e c t e d  v a l u e  d e p e n d s  s l i g h t l y  o n  t h e  c o n f i g u r a t i o n  

o f  t h e  a p p a r a t u s  u s e d ,  m o r e o v e r  t h e  a l p h a - p a r t i c l e  i s  s h o r t - r a n g e d  a n d  

may  b e  l o s t  d u r i n g  t r a n s p o r t a t i o n  w i t h o u t  r e a c h i n g  t h e  s u r f a c e  o f  t h e  
d e t e c t o r ,  t h u s  a s l i g h t l y  s m a l l e r  v a l u e  f o r  t h e  l i f e t ime  i s  q u i t e  p o s s i b l e  to  

o c c u r .  I n  a p r e v i o u s  m e a s u r e m e n t  w i t h  a c o n v e n t i o n a l  e l e c t r i c  c h a r g e  
m e t h o d  a t  1.7 K, t h e  l i f e t i m e  o b t a i n e d  h a s  b e e n  a b o u t  1 s .  I t  i s  

r e p o r t e d ,  t h e  l ower  t h e  t e m p e r a t u r e ,  t h e  l o n g e r  t h e  l i f e t ime  of  s n o w b a l l s ,  s) 

We a r e  s t i l l  f a r  f r om i n f e r r i n g  more  q u a n t i t a t i v e l y  t h e  i n t e r n a l  s t r u c -  
t u r e  of  s n o w b a l l ,  w h e t h e r  i t  i s  mos t  l i k e l y  of so l id  e n t i t y  a n d  i t  i s  h i g h l y  

s y m m e t r i c ,  i. e,,  a p i c t u r e  of  h i g h l y  p e r m a n e n t  c l u s t e r  of  h e l i u m  a t o m s  
a r o u n d  a c h a r g e d  ion.  -4) T he  c o n c l u s i o n  of  A t k i n s '  e s t i m a t i o n  in  t e r m s  of  

t h e  c l a s s i c a l  t h e r m o d y n a m i c a l  a p p r o a c h  i s  p l a u s i b l e  s t i l l  a t  t h i s  s t a g e  a n d  

t h i s  d e s c r i p t i o n  g i v e s  a c l e a r  i d e a ;  e l e c t r o s t r i c t i o n  e f f e c t s  i n c r e a s e  t h e  

l i q u i d  d e n s i t y  o v e r  a l a r g e  r e g i o n  s u r r o u n d i n g  t h e  ion .  

5. CONCLUSION AND OUTLOOK 

We h a v e  o b t a i n e d  a t y p i c a l  v a l u e  f o r  t h e  l i f e t ime  of  s n o w b a l l s  b y  u s e  
of  a l p h a -  a n d  b e t a - p a r t i c l e  d e t e c t i o n .  T he  l i f e t ime  was  in  t h e  o r d e r  of  1 
s. T h i s  a s s u r e s  t h a t  t h e  l i f e t ime  of  s n o w b a l l s  a r e  l o n g  e n o u g h  s o  t h a t  
t h e  n u c l e a r  s p i n  p o l a r i z a t i o n  of m a n y  s h o r t - l i v e d  n u c l e i  c a n  b e  m a i n t a i n e d  

t h r o u g h o u t  t h e  l i f e t ime  i n  t h e m .  T h i s  will  s u p p l y  u s  w i t h  a n  i m p o r t a n t  
m e a n s  to  e x p l o r e ,  w h e t h e r  s u c h  s n o w b a l l  h a s  a h i g h l y  s y m m e t r i c  s t r u c -  

t u r e ,  m o s t  l i k e l y  a p e r m a n e n t  so l id  c o r e .  
T h e  " f r e e z i n g - o u t "  o f  p o l a r i z a t i o n  c h a r a c t e r i z e s  a s n o w b a l l  a s  a n  

i d e a l  s t o p p i n g  m a t e r i a l  f o r  p r e s e r v i n g  n u c l e a r  p o l a r i z a t i o n  f o r  t h e  p u r p o s e  

of d e t e r m i n i n g  t h e  e l e c t r o m a g n e t i c  m o m e n t s  of  u n s t a b l e  n u c l e i ,  i r r e s p e c t i v e  
of  w h a t  a tomic  n u m b e r  t h e y  s u s t a i n  a n d  how f a r  t h e y  a r e  a p a r t  f r o m  t h e  
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s t a b i l i t y  l ine .  T h i s  will d e f i n i t e l y  o p e n  a w a y  to  f u r t h e r  u s e  of  e x o t i c  

h e a v y - i o n  b e a m s  9) to  e x p a n d  t h e  s t u d y  of  n u c l e u s  f r o m  t h e  c o n v e n t i o n a l  

n a r r o w  r e g i o n  c lo se  to  t h e  s t a b i l i t y  l i ne  to  a n  a m p l e  u n k n o w n  s p a c e  i n  N- 

Z p l a n e .  
T h i s  n o v e l  d e t e c t i o n  m e t h o d  o f  s n o w b a l l  wi l l  e n a b l e  u s  to  o b s e r v e  

more  c l o s e l y  t h e  t r a n s p o r t  p h e n o m e n a  of  a l i e n  i o n s  in  l i q u i d  he l ium.  P o s -  
s i b l y  t h e  u s e  of  0He a n d  SHe b e a m s  will e n a b l e  e x a m i n a t i o n  of new p h a s e  

in  t h e  p r o b l e m s  of  l i q u i d i t y  a n d  s o l i d i f i c a t i o n  of b u l k  h e l i u m  a s  n u c l e a t e d  

b y  n a t u r a l l y  o c c u r r i n g  i o n s J  °) F o r  t h e s e  p u r p o s e s  p u l s e d  b e a m s  of b e t a -  

a c t i v e  n u c l e i  wi l l  b e  ~ n t r o d u c e d  i n t o  t h e  l i q u i d  he l ium a s  i m p u r i t y  i o n s  
a n d  t h e  s n o w b a l l s  f o r m e d  a r o u n d  r a d i o a c t i v e  n u c l e i  wi l l  b e  d e t e c t e d  b y  

t h e  b e t a - r a y s  r a t h e r  t h a n  a l p h a - p a r t i c l e s  f r o m  t h e  s h o r t - l i v e d  n u c l e i  a n d  

t h e  s p a t i a l  d i s t r i b u t i o n  of  t h e  s n o w b a l l  will  be  m e a s u r e d .  
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Abs t r ac t  

Positive and negative silver cluster ions are produced by sputtering of solid 

silver by 25 keV Xe + bombardment. After mass selection, collinear ion beam 

depletion is used to measure absolute photofragmentation cross-sections in 

the photon energy range from hw = 2.0 to 5.7 eV. Giant resonances are 

found which can be interpreted in terms of a collective electron oscillation. 

For spherical clusters (e.g., Ag19- , Ag21 +) single resonances dominate the 

spectra, whereas deformation (e.g., Ago- , Agxl +) induces a splitting into 

two components. 

Introduction 

Experimental evidence of strong photon absorption lines in metal 

clusters 1-6 (often termed "giant" or "plasmon" resonances due to similar 

phenomena in nuclei and solids) has fueled a debate on the microscopic ori- 

gin and the correct description of this effect. Prom the solid state physics' 

point of view, a first estimate on the transition frequency can be obtained 

using the Drude-Mie theory. Its application is in principle fairly straightfor- 

ward for large aggregates (lZ ~ 10nm), but necessitates increasingly severe 

corrections due to finite-size efffects as the cluster becomes smaller (cf. M. 

VoUmer and U. Kreibig, this volume). In such aggregates, the methods 

for the treatment of finite many-particle systems (as used, e.g., in nuclear 

and molecular physics) yield a rather complex behaviour of resonance struc- 

tures, frequencies and widths as is expected from tile decreasing density of 

states. In particular, for quite small clusters (say, N E 10) HP-CI calcu- 

lations reveal a very sensitive interplay between electronic and geometric 

cluster structure (cf. ref. 7); therefore, it is safe to state that in this size 

regime a detailed and quantitative understanding should be expected only 

on the basis of sophisticated ~b inili0 methods. In the "transition" regime 

of medium cluster sizes (N ~ 10, where the discussion is most heated) LDA 

calculations on the optical response first performed by Ekardt revealed the 



248 

existence of collective electron excitation. 8 Various theoretical techniques 

have been applied furtheron, also regarding, e.g., the influence of temper- 

ature or of the charge state. 9-12 Even here, significant differences in the 

excitation spectra are predicted for isoelectronic systems (for jellium-RPA 

calculations el., e.g., Guet, this volume). 

To shed more light on the behaviour of the "giant resonance" in the in- 

termediate size regime, we are studying positively and negatively charged 

Ag clusters, in particular the isoelectronic situations AgN+ + and Aglv_l-. 

Beyond the questions touched upon above, these systems hold additional 

interest since they allow to study the core influence on the optical activ- 

ity: It is well known that in the bulk the plasmon edge is shifted from the 

(Drude-)expeeted value of 8.8 eV to 3.9 eV due to the interband traaasition. 

Plasmon excitations in silver particles of the size 10-100 nm have been found 

in the near UV-region. 13-19 Very recently Harbich et al. obtained first ab- 

sorption spectra of small mass selected silver clusters (N < 11) in a rare gas 

matrix. 2° P~ed- as well as blue-shifts of the measured resonance positions 

with varying N of these matrix deposited clusters produced some confusion 

in the past (for details see ref. 18). Therefore, we investigate the optical 

activity of mass selected silver dusters in a beam. 21 In this contribution the 

corresponding optical spectra of the closed-shell clusters Aglg- and Ag21 + 

and the open-sheU clusters Ag o- and Agll + are presented. 

Experimental set-up 
The experimental set-up for production 22 and photofragmentation 21 of mass 

selected metal cluster ions has been described in detail elsewhere. Clusters 

are generated by bombarding a silver target with 25 keV Xe  + ions. After 

acceleration to 1.8 keV and mass selection by a Wien filter, we obtain a 

monodispersed duster  kation or anion beam. Two collimators (1 mm di- 

ameter, distance 10 era) confine the ion beam and define the interaction 

region. Here the clustes are irradiated eollinearly with light from a pulsed 

excimer-pumped dye laser. In order to extend the photon energy region, 

second harmonic generation is achieved via frequency-doubling in BBO1 

mad BBO2. Additionally, fundamental and lZaman-shifted excimer laser 

lines are used. Behind the interaction region the dusters are steered out 

of the laser beam axis by means of a static quadrupole ion deflector which 

acts as an energy selector field. Photodissociated clusters cannot reach the 
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detector. Additionally, a grid may be used to repeU cluster fragments. Care 

is talcen to optimize the overlap of cluster and laser beam. A pyroelectrical 

detector serves to measure the laser intensity (typically 0.05-1.5 m J / c m  2 

per pulse) before and after each run. Depletion spectra are recorded for 

different photon energies hw = 2.0...5.7 eV. Beer's law is used to extract 

absolute photofragmentation cross sections. 

R e s u l t s  a n d  d i scuss ion  

Photofragmentation cross sections for some selected Ag clusters are shown 

in Figs. 1 and 2. Broad strong peaks dominate the spectra in the range in- 

vestigated here; note that  the intrinsic resolution of the experiment (mainly 

caused by the ion beam energy spread and the laser band width) is much 

narrower than the observed pealcs, although to some extent the statistical 

error bars would allow for finer unresolved structure. 

In all spectra we note an increased "background" at higher photon energies 

whose origin at present is not clear. Nevertheless, there is no doubt about 

the existence and overall shapes of the giant resonances. Their oscillator 

strength (OS) can be determined from the observed cross sections; nor- 

malized to the number of valence electrons, they range from approx, near 

100% (N = 8) to 60% (N = 20), thus indeed being close to their maximum 

values. We note a general tendency of a decreasing OS with increasing 

number of atoms in the cluster. It cannot be excluded that this is due to 

the experimental method used: clusters can store a significant amount of 

energy for long times before they decay (d.  e.g. ref. 23); the "storage 

time" increases with N. This may cause a decrease of the measured appar- 

ent photofragmentation cross section within the experimental time window 

(roughly between 10 and 100/zs). The decreasing OS could, however, also 

be due to an increasing importance of photon absorption outside the covered 

spectral range. Corresponding further experimental work with an extended 

spectral range, as well as supporting calculations would be desirable. 

As a first try, it might be tempting to explain the observed structures by the 

dipole term of the classical Mie theory. 24 In the Mie-Drude model of a free 

electron gas, t h e  corresponding (N-independent) characteristic resonance 

energy of the surface plasmon hWMie = hwp/v~ ,~ 5.2 eV is considerably 
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Fig.  I:  Absolute photofragmentation cross sections of sputtered Aglg- 
and Ag21 +. According to the jellium picture these clusters are supposed to 
be spherical (N = 20). Lorentz curves as fit to the experimental values are 
given by the full lines. Fit parameters for: 
Ag19-: 7iwo = 3.52 eV, F = 0.61 eV, 0 " M A X  = 18.16/~2 
Ag21+: ~,oo = 3.83 eV, P = 0.56 eV, 0 " M A X  = 16.69/~2 

higher than the observed features (between 3 and 4 eV) if one active electron 

per atom is assumed. Two competing effects have to be considered: 

The electron spill-out effectively reduces the restoring force on the dis- 

placed electrons, thereby increasing the cluster polarizability and thus caus- 

ing a red-shift of the characteristic frequency. This effect has been discussed 

and tentatively been measured for alkali clusters. Assuming a similar situ- 

ation in silver clusters, the additional charge of the ~nio,~s should lead to 

an increased spill-out and thus to a decrease of the resonance energy. In 
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Fig.  2: Same as in Fig. 1, but now for Ag 9- and Agll  + (deformed clusters 
N = 10). Fit parameters for: 
Agg-: NOol = 2.94 eV, F1 = 0.81 eV, a M A X  -= 4.62/~2, No02 = 3.81 eV, 
F2 = 0.91 eV, cr MAX 3.87/~2 
Agll  +: ~ o l  = 3.44 eV, F1 = 0.39 eV, a l  M A X  = 4.02/~2, hw02 = 4.21 eV, 
1"2 = 0.77 eV, a'2 M A X  ~-- 5 . 5 8  /~2 

contrast, due to the missing charge in the kations we expect a relative con- 

traction of the electron cloud, leading to a blue shift when compared to the 

negative isoelectronic clusters. Indeed, the measured resonance energies of 

the anions are in all cases below those of the respective positively charged 

clusters. 

- -  As has been mentioned earlier, the d-electrons in silver have a consider- 

able influence on the bulk plasmon frequency. For clusters, no quantitative 

calculations of their explicit influence are available; usually, this influence is 
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empirically accounted for by the use of the materiM's optical constants. 25 

For example, using the appropriate values for Ag in the dipole term of 

the Mie formula, a value of 3.5 eV is obtained, fairly close to the observed 

frequencies of small silver particles. For a somewhat more quantitative app- 

proach one may, e.g., apply the treatment of Apell et al.26 who allow for 

a smooth variation of the dielectric function in the surface region and a 

non-local response of the electrons. Again using the bulk optical constants, 

we find a value of 3.83 eV for N = 20 in quite good agreement with our 

experimental result on Ag21 + (3.83 eV). A further discussion will be given 

elsewhere. 27 

The discussion so far rests on the implicit assumption of a collective elec- 

tron response. Some shortcomings of such an approach have already been 

mentioned in the introduction. Another is, e.g., the eventual splitting of 

the resonances obtained from IIPA calculations as opposed to the single 

frequency expected from the Mie model in case of a closed-shell situation. 

Further evidence for the necessity of a more sophisticated treatment can 

also be found in our experimental data. For example, the Mie-expectation 

of one strong line in closed shell cases (e.g., .N = 8, 20) appears indeed to be 

realized. Also the two lines expected in case of a self-consistently deformed 

"non-magic" cluster may be found (c.f. Fig. 2). However, in the negative 

clusters the splitting is throughout less pronounced; instead the absorption 

profiles are relatively broad. 

Admittedly, the examples discussed here refer to a size regime where a sim- 

ple jellium treatment can only be a coarse approximation; it is not surprising 

that refinements which account for the discrete nature of the quantum me- 

chanical electron states axe necessary. For an overall representation of the 

"giant resonance" behaviour, however, the model of a collective valence elec- 

tron excitation appears to be fairly acceptable even at cluster sizes around 

a dozen atoms. 

tn conclusion, giant resonances govern the optical response of small sil- 

ver clusters ions and anions. For the resonance frequencies of the ions a 

semiempirical approach of Apell et al. and the use of the optical constants 

of silver turn out to yield values close to the measured ones. A satisfying 

and more detailed description based, e.g., on the jellium model, has still to 

be developed. 
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RPA IN NUCLEI AND METAL 
CLUSTERS 
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1 Effect ive  M e a n - F i e l d  M o d e l s  

The aim of this contribution is a comparison of resonance excitations in 
nuclei and metal clusters. Both system look quite different at first glance. 
In a nonrelativistic picture, nuclei consist of nucleons, protons or neutrons, 
and forces between them. Whereas the basic constituents of a metal cluster 
are atoms, split into ion-core and valence electrons. Nonetheless, there are 
many similarities: both systems show saturation (constant binding energy 
per particle, growth of the radius o¢ N1/3); both have significant shell effects 
which lead, e.g., to pronounced magic shells and spontaneous deformation for 
non-magic systems; both have a strong residual interaction and display ac- 
cordingly strong collective resonances, the giant resonances in nuclei and the 
"plasmon" resonances in metal clusters. Of course, there are also noticeable 
differences: nuclei have an extraordinary strong spin-orbit force but metal 
clusters none; collective 10w-energy modes in nuclei (the surface vibrations) 
appear at a tenth of the energy of the giant resonances whereas the typi- 
cal low-energy modes of clusters are the molecular vibrations (or phonons) 
which are usually much more separated from the energy of the electron reso- 
nances. The similarities and the differences make it very interesting to study 
the both systems in comparision. The transfer of the models and their criti- 
cal test in the mutually other environment will deepen our understanding of 
finite Fermion systems and help to sharpen our theoretical weapons. 

The preferred microscopic approach in both systems is a mean-field model 
using an effective Hamiltonian. An "ab initio" treatment is presently pro- 
hibitive in nuclear physics due to the enormous complications and the  lack of 
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a well defined starting point. But by far the most low-energy phenomena can 
be well desribed within a mean-field model using an effective energy-density 
funtional. The most widely used is the Skyrme energy functional [1] 

~'Skyrme = aP 2 + @(2 + a) + cpr + d(~7p) 2 + wpVJ  (1) 

+similar with (p,~-  Pv) (2) 

Note that this functional does not only depend on the density p but also 
on the kinetic-energy density r which is needed because the nucleon aquires 
significant effective mass, m * / m  ~ 0.7 in nuclear matter.  There is further- 
more the dependence on the spin-orbit current J to account for the large 
spin-orbit force in nuclei. The terms in ~Tp account for nonlocal effects to 
a certain extend. And finally, there is the difference between proton and 
neutron distribution (p,~ - pp etc) as a further degree-of-freedom leading to 
the distiction between isoscalar (protons in line with neutrons) and isovector 
(protons against neutrons) vibrations. In the present stage, the functional 
(1) can at best be motivated from nuclear many-body theory but not de- 
rived quantitatively. One recurs to phenomenological fits of the few model 
parameters to nuclear ground state properties [2,3]. 

Ab initio calculations are performed in metal clusters [4]. Nonetheless, 
they are very tedious and mostly restricted to simple and small systems. A 
more practical approach is again to use an effective energy-density functional 

S = C~,,.~,Oo~,o,~(p) + C,=(p) + C~o,,.(p) (3) 

whith a local appoximation to the exchange, Ee=(p ) ~ pl /3 and to the electron 
correlations, see e.g. ref. [5]. This functional is formulated completely in terms 
of the electron density p describing an electron with effective mass m , / m  = 1 
and no spin-orbit force. The functional can be derived systematically by 
computing a correlated homogenous electron ,gas at varying density. The 
application in finite systems implies then the Local-Density-Approximation, 
p--+ p(r). Although some precautions are in place (e.g. the Self-Interaction- 
Corrections), the use of effective energy-density functionals, is well established 
in atomic and molecular systems [6]. 

However, there comes a further approximation into play in that only the 
valence electrons of metal atoms are treated explicitely. The remaining ions 
are smeared homogenously over a sphere of the radius R = r , N  1/3 where r, is 
the Wigner-Seitz radius of the system. This is called the jellium approxima- 
tion. It is advantagous to allow for a finite surface thickness of the jellium, 
see the discussion around fig. 3 below. 

2 Description of Resonances  

The giant resonances in nuclei and metal clusters can be considered as col- 
lective modes where a large number of the particles move in phase thus ac- 
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Phase  spaces and approximat ions  to R P A  
Approximation Phase space Degree-of-freedom 
Sumrule 
Irrot. fluid dyn. 
l:Lotat, fluid dyn. 
Standard IEPA 
Mixed P~PA 

Q=rLYz  , P= [H, Q]vh 
Q = Q(r),  P= [H, 
20 = { ' v ( r ) , . 3 ( r ) } ,  Q=tf-I(P) 
c +  = E( ph%+ah - yphah+%) 
Q,P E {a +a, Q(r), {v(r),-~(r) } } 

no variation 
spatial form Q(r) 
velocity field v(r) 
coefficients zvh , Yph 
Q(r), v(r) and x, y 

Table 1: 

cumulating the observed large transition strengths. A simple and transpar- 
ent description can be given in terms of fluid dynamics which employs only 
density- and current-distribution as the dynamical degrees-of-freedom. There 
are then two essentially different types of modes for finite droplets: First, a 
surface mode where the bulk of negative charges is displaced from the bulk of 
positive charges; this is the Goldhaber-Teller mode in nuclear physics. And 
second, the volume modes where the negative density is shifted against the 
positive density within the bounds of the droplet; this is the Steinwedel-Jensen 
mode in nuclear physics. The volume modes are classified by spherical Bessel 
functions jzYzM in a case of model with steep surfaces (L, M is the angular 
momentum of the mode). The surface mode, on the other hand, is generated 
by the simple multipole operator rzYzM. 

The standard microscopic description of the resonances is given by tile 
I:LPA. In lowest approximation, one sees only the spectra of the pure particle- 
hole (ph) excitations where the transition strength is usually distributed over 
many modes. A strong residual interaction in RPA now recouples the ph- 
excitations such that one coherent superposition of states emerges which is 
significantly shifted in energy (e.g. shifted upwards in case of strong repulsive 
interaction) and with has gathered almost all collective transition strength. 
This is most easily understood in the schematic mode, see e.g. ref. [7]. 

An alternative and more flexible view of the RPA starts from the fact 
that I~PA describes small amplitude oscillations. These can be described 
as a system of coupled harmonic oscillators with raw coordinates q,~ and 
momenta p~. The oscillators are transformed to normal coordinates QN 
and conjugate momenta Ply in the standarcl manner. The oscillators are 
quantized straightforwardly yielding the generator of an oscillator mode as 
C + = y[-~(QJv- iPN/)~). The normal coordinates are optimized for a given 
basis of raw coordinates {q~,p~} by the variational condition 

z < [zz, > =  0 (4) 

with the constraint < [C~v, C +] > =  6NM, see ref. [8]. This leaves a wide 
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freedom in the choice of the basis which allows to cover within one and the 

same microscopic formalism almost all known models for resonances, from 
the simplemost sumrule approach, over the fluid dynamical description, up 
to full  scale RPA. A list of raw basis sets and the corresponding level of 
approximation is given in table 1. It is to be noted that the irrotational fluid 
dynamics is equivalent to the local I=~PA of ref. [8], and there are also close 
connections to the TDLDA of ref. [9]. 

3 Resu l t s  and d iscuss ion  

We concentrate the following discussion on the modes with angular momen- 
tum L = I  which are the most prominent resonances in either system. The 
observation of this modes is related to the dipole operator ¢x rlYlm leading 
to the so called B(E1)  strength. It is worthwile to look first at the general 
spectral properties of this mode in nuclei and metal clusters. This is done in 
fig. 1. 

The lowest resonance peak is called surface mode and the second Strong 
peak 1.volume mode indicating that there are many more volume modes at 
higher energies. In practice, of course, the actual modes do mix the differ- 
ent structures to some extend. In case of nuclei (upper part of fig. 1), we 
indicate only the surface mode which appears here as the dipole giant reso- 
nance although the higher modes do also exist. Note the different trends in 
the collective modes. The dipole resonance in nuclei decreases with increas- 
ing particle number N following nearly the trends in the ph-energies whereas 
the resonances in Na-clusters increase in energy with the increasing particle 
number showing a trend just opposite to the ph-energies. This is due to the 
residual interaction which is short range in nuclei but which is dominated by 
the long range Coulomb force in Na-clusters. As a consequence, there appears 
an interesting transition in the relative positions of the surface mode and the 
band of ph-excitations over three shells. The light cluster Na~ stays clearly 
off any ph-excitation and lets us expect a unique collective peak whereas the 
larger clusters should exhibit some fragmentation of the strength. Similar 
trends are to be expected also for other metal clusters. But the relative po- 
sitions (and thus the crossing point between resonance and three-shell band) 
change with the Wigner-Seitz radius of the system. The situation is much 
different in nuclei. There the spin-orbit splitting spreads the ph-bands signif- 
icantly such that the upper end of the ph-band for transitions over one shell 
always just interferes with the resonance position which lets us expect some 
fragmentation in every case. It is to be noted, however, that there is still 
some uncertainty on the appropriate effective Skyrme force for nuclei which 
would cover ground-state properties as well as resonances. This means that 
the detailed interference effects between resonance and upper ph-energy can 
change quickly from one force to another. 
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Pigure 1: 
The spectral properties o[ nuclei (upper part) and of Na-clusters (lower part) 
drawn versus N -t/a. The limit N-l~ 3 = 0 corresponds to an infinite system. 
Tlle location of special finite systems is indicated in the plot. Tl~e resonance 
energies are drawn in comparison to the bands of file pure ph-energies (Eph). 
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Figure 2: 
The B(E1) s~rength (hi arbitrary units) versus excitation energy for ~he three 
light magic Na-dusiers  NaB, Na2o, and Na4o. The discrete spectra have 
been folded with a Gaussian of  width O.O05Ry to display a realistic resoaance 
~ructurc. The fig'urc~ compare tl, c full IUJA (£ull lilac) with the local t~PA 
alias irrotational fluid dynamical approach (daahed lhle). 
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Figure 3: 
The energies of the surface resonance, o] the first volume mode, and of the 
most dominant lph-peak in Na~ as .function o.f the core radius rc of the 
pscudopotential. 

The transition of the fragmentation structure of the spectrum in Na- 
clusters is shown in fig. 2. 

The local RPA ( -  fluid dynamical approach) shows clear collective pat- 
tern where already some dipole strength is distributed amongst the higher 
resonances (dominantly volume modes). The full I~PA reproduces very well 
the unique resonance peak in Nas. There is clearly an 'interference with one 
ph-ztate visible in Na2o leading to the splitting in just two peaks. That 
is the point where the resonance joins the band of three-shell transitions. 
The resonance has penetrated deeper in the ph-band for Na4o thus leading 
to a sizeable fragmentation (Landau damping) of the peak. This damping 
will hold on for a long series of higher clusters az cart be read-off from the 
schematic view in fig. 1. We can also read-off from fig. 1 that the situation 
in nuclei will always look similar to the case of Na2o in fig. 2. This is indeed 
qualitatively true. We have to skip the details for reasons of space. 

All the above calculations in Na-clusters employ the jellium approxima- 
tion for the ionic background. The straightforward assumption of a steep 
jellium surface produces usually somewhat to high resonance energies and 
accordingly to low polarizabilities. It has been demonstrated ill ref. [10] that 
a finite surface width cart cure the problem. Wc have found an explanation 
for such a finite width: in the jellium approach, only the valence electrons 
are treated explicitly with the effective density functional. The core electrons 
are completely neglected. But the valence electrons should feel at least the 
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Pauli-repulsion from the core electrons. This can be taken into account fairly 
well by the so called pseudopotentials [11]. We thus have to fold the steep 
jellimn background with a pseudopotential of some core radius re. The effect 
is drawn in fig. 3. 

One sees that all energies react sensitively a~d similar with a decrease to an 
increazing core radius. It is an interesting coincidence that the experimental 
energy is reached just at the appropriate core radius for Na [11]. One would 
very much like to take this as the simple solution to the mismatch in resonance 
energy. However, there is an alternative explanation from the SIC effect [12] 
and we now probably overcorrected the energy. One needs to check carefully 
both explanations and their possible interference. Finally, there may very well 
be further contributions to the total polarizability which need to be looked 
at. 
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Introduction 

Since the first photodepletion measurements of neutral alkali cluster electronic 

absorption [1], much effort has been devoted to obtaining more comprehensive 

and better resolved (~1/~) spectra for a number of pure and mixed lithium and 

sodium clusters [2],[3]. This effort has been complemented by extensive 

spectroscopic work on size selected sl-electron metal cluster cations [4] and 

anions [5]. Comparison of the resulting data sets with the predictions of various 

computational models [1-3,6] has led to several conceptual advances including: 

(i) new insights into the evolution of collective electronic response as particle size 

(and electronic count) is varied and (ii) the realization that geometry (i.e. ion core 

positions) plays an important role in determining even the global absorption 

response of small clusters. While our understanding of neutral cluster optical 

response is rapidly developing, it is still far from complete. Three experimental 

avenues for further work have recently arisen: (a) dephasing dynamics, (b) 

temperature effects and (c) heteroatom doping [7]. We have recently been 

involved in the latter. 

Impurity Doping: 

Here the idea is to incorporate into an sl-electron metal duster  (M x) one hetero- 

atom (A), which for large enough x perturbs only slightly the electronic properties 

of the heterocluster relative to those of a pure metal species with the same num- 

ber of"delocalized" valence electrons. We are then interested in resulting changes 

to cluster geometry and electron localization and whether we can describe them 

qualitatively in terms of available models. There are two obvious variants: doping 

with either an electron withdrawing or electron donating impurity atom. We 

chose for the former a halogen atom (X = C1, Br, I) and for the latter a group IIB 

element (Zn). 
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The global size dependence of electronic structure in NaxX and NaxZn has been 

previously accessed experimentally via abundance measurements in continuous 

beams [8],[9]. From these it is known that local stability islands occur for Na9X, 

Na21X, as well as for NasZn, Na18Zn. These observations have been rationalized 

in terms of a perturbed spherical jellium model in which the uniform potential 

assumed for homogeneous alkali clusters is modified to include a central 

heteroatom corresponding to a region of either lower or higher background 

positive charge density [10]. Within this paradigm NagC1 represents an 8-electron 

dosed shell species containing a central CI- while Na8Zn is a 10-electron dosed 

shell due to a level filling order inversion associated with stabilization of all low 

angular momentum jellimn states (relative to higher l's) by the centrally located 

Zn atom. The resulting photodepletion spectra are shown in figure 1. Compared 

to the homonuclear dosed shell at Na8, the Na9C1 spectrum appears slightly red 

shifted and broadened. In contrast, the centroid of the NasZn absorption 

spectrum (which now contains two peaks) is blue shifted relative to Na 8. Spectral 

shifts relative to Na 8 can be rationalized to first order in terms of lower and 

higher "metallic" electron densities, respectively. A more detailed analysis at the 

level ofjellium on jellium RPA [11] and pseudopotential molecular orbital [12] 

calculations is ongoing. 
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Abstract: 
Studies of the evolution of the optical properties of metal clusters as a function of size have 
gained considerable attention in the last few years. One theoretical approach starts from large 
metal clusters, which can be described by classical electrodynamics, provided the dielectric 
functions of the clusters are known. The resulting resonant features in the absorption spectra are 
commonly called surface plasmons and are collective excitations of the electron system.The 
present paper discusses the electrodynamic (Mie) theory for large clusters of different metals, 
also considering the range of validity of this approach towards smaller cluster sizes. More 
details can be found in an extended review on this topic which is to be published soon [1]. 

Optical Response of Metal Spheres 
The interaction of spheres of arbitrary material with electromagnetic waves was treated already 
by Gustav Mie in 1908 [2] by solving Maxwell's equations with appropriate boundary 
conditions using a multipole expansion of the incoming electromagnetic field (see also [3, 4]). 
Input parameters are the refractive indices or the dielectric functions of the particle and of the 
surrounding medium. The boundary conditions are defined by the electron density, which is 
assumed to have a sharp discontinuity at the surface of the cluster with radius R. Following e.g. 
Bohren and Huffman [4] the extinction, scattering, and absorption cross sections can be 
calculated analytically to yield 

g(2L + a)(la 12 +lb l 2) <1) O'sca = ' ~ -  L=I 

O'ab s = O'ex t - -  O'sc a 

where k is the wavevector and a L and b L are coefficients, containing Bessel and Hankel 
functions which depend on the complex index of refraction of the particle, the real index of 
refraction of the surrounding medium and the size parameter x=kR. The general problem 
consists in the calculation of the coefficients a L and b L with recurrence relations for the Bessel 
functions or series expansions. 

The sum index L gives the order of the vector spherical harmonic functions which enter the 
expressions for the electric and magnetic fields and thus describes the order of spherical 
multipole excitations in the clusters. L=I corresponds to dipole fields, L=2 to quadrupole and 
L=3 to octupole fields. Far away from the cluster the waves are identical to waves coming from 
equivalent multipoles. Each multipole is split into electric and magnetic partial waves due to 
plasmon polariton and eddy current excitations, respectively [5,6]. In the following the magne- 
tic contributions will be omitted since they are usually small in the investigated spectral region. 
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Quite often plasmon polaritons are briefly called plasmons. Whenever used the latter notation 
should not to be mixed with free plasmons in clusters which are excited e.g. by fast electrons. 
Plasmon polaritons are restricted to excitations by the electromagnetic field. Only in the 
quasistatic approximation for very small spheres (R~&) there is no difference between both. 

In the quasi static regime, phase retardation and effects of higher multipoles are neglected 
and the problem is simplified considerably. The extinction cross section is then solely due to the 
electric dipole, i.e. to the lowest order term al: 

ed ) (2) cry, C(0) = 18~r ~ - ~  V o 

V 0 denotes the particle volume, Pin and e (co) = e 1 (co) + i E 2 (co) denote the dielectric functions 
of the medium and particle, respectively. Extinction is only due to the dipole absorption being 
proportional to the particle volume whereas scattering is negligible in this case. 

The cross section has a resonance whose position and shape are governed completely by the 
dielectric functions. The dipole resonance is determined by the condition e 1 ({0) = - 2 e m 
provided e 2 (co) is not too large and does not vary much in the vicinity of the resonance. Steep 
El(CO) spectra yield narrow resonances whereas low dEl(co)/dco and large e2(co) tend to smear 
out the resonances, sometimes past recognition. The resonance condition also implies that it is 
possible within certain limits to choose a matrix material for embedded spheres such that the 
plasma frequency shifts to a desired wavelength range. 

In the Drude/Lorentz/Sommerfeld model the dielectric function for free electron metals (e.g. 
the alkali metals) is governed by transitions within the conduction band. It is calculated from the 
equation of motion of  a free electron of mass m e and charge e subject to an external electric 
field. Using a phenomenological damping constant F for a system of free electrons the 
condition co >~ F gives the dielectric function e (co) = E 1 (co) + i e 2 (co) : 

(.0 2 
e,((0) = 1 top e2((0 ) = -- '  r (3) 

09 2 I ( 0  3 

Under the restriction co >~ F the resonance position and shape can be detemfined by inserting 
Eq. 3 in Eq. 2. In the vicinity of the resonance the lineshape is then described by a Lorentzian 

1 
Crux,((0) = Cro 2 (4) 

((0_ (0~)~ +(F) 
In other metals a substantial amount of interband transitions from lower lying bands into the 
conduction band or from the conduction band into higher unoccupied levels is possible, which 
alters the simple form of Eq. 3 for e(co) [7]. For the alkali metals the interband threshold giver, 
by excitations of conduction band electrons to higher levels lies atabout  0.64 E F (e.g.[8]), 
however, their contributions to the dielectric function are small. In contrast, the relevant 
interband transitions for the noble metals are due to excitation of d-band electrons into the 
conduction band. They give a positive ¢ontributiom de 1 to e 1. Consequently the dipole 
resonance frequency given by e 1 = - 2 e m is shifted to lower frequencies, in the case of  noble 
metals beyond the low frequency interband transition edge. For other metals these effects 
complicate the optical spectra appreciably and in fact, only a few materials like the alkali and the 
noble metals as well as aluminum exhibit sharp resonances. 

With E.qs. 1, 2 the optical response of metal spheres to incident electromagnetic waves can 
be calculated. As input parameters the Mie theory uses the phenomenologically introduced 
dielectric function e(co) for the clusters. It should be stressed that Mie theory gives no insight 
whatsoever to the microscopic excitation mechanisms in the particle material. These are 
exclusively contained in the applied e(co). Any strong deviations from free electron behavior 
make it essentially impossible or at least very difficult to derive e(co) from a microscopic theory. 



268 

Fortunately a huge amount of experimental optical material functions for bulk solids which 
already incorporate all electronic effects is available (e.g. [9]). 

Optical properties of clusters show two different kinds of size effects which can be readily 
attributed to different parts of the theoretical description: 
1) Extrinsic size effects 

For clusters larger than about 10 nm diameter, the optical material functions e(¢0) are size 
independent, having the values of bulk material (see below). The change of the spectra with 
size is then dominated by retardation effects of the electric field across the dimension of the 
particle which can cause huge shifts and broadening of the resonances. Consequently the 
size dependence of the optical spectra of large clusters is an extrinsic cluster size effect due to 
electrodynamics of the excitation which is governed only by the dimension of the particle 
with respect to the wavelength of the light. 

2) Intrinsic size effects 
For small clusters the optical material functions do no longer have the values of  bulk 
material, but vary as a function of particle size. This is an intrinsic cluster size effect, as the 
material properties give rise to a change of the optical response. Still, the Mie theory formula 
Eq. 2 can be a good description, if a proper dielectric function is used. In fact, various size 
dependences of  the optical material functions have been investigated by studying the optical 
response of cluster samples. The values of e(c0) ascribed to some cluster are therefore those 
which - when being introduced into Mie theory - yield the very spectral response which is 
observed experimentally. 

Roughly speaking extrinsic size effects dominate for clusters with R>10nm whereas intrinsic 
size effects become important for smaller ones. 

Extrinsic Size Effects 
In the following we present some examples of Mie theory calculations for sodium, potassium, 
and silver clusters. Fig. 1 shows the absorption cross section as function of wavelength for 
sodium cluster spheres in vacuum (era=l) with fixed mean cluster radii R 0 = 20 rim, 40 nm, 
60 nm, 80 nm, and 100 rim, and FWHM of the cluster size distribution of 5% and 100%, 
respectively. The wavelength range was chosen from 330nm to 800 nm, using the optical 
functions from inagaki et al [10]. Several important features can be illustrated with Fig. 1. 
1) For the nearly monodisperse particles (5% FWHM) of 20 nm mean radius the absorption 

cross section is dominated by the dipole resonance centered around ~. = 400 nm. Contribu- 
tions of higher multipoles, though present, are negligible. The position of the resonance at a 
wavelength ~.res = 400 nm already indicates the importance of a complete electrodynamic 
calculation. The electrostatic approximation without phase retardation effects would lead to a 
size independent resonance at ~.res = 384 nm for the dipolar mode. Although the particle size 
is only 10% of the wavelength of the light, the shift that is introduced by phase retardation 
amounts to about 16 nm. A further decrease of  cluster size in our calculation (not indicated 
in Fig. 1) leads to dipole resonances whose peak positions move towards the lower limit of 
384 nm. The difference between )~res = 384 nm derived from the optical functions and the 
prediction of )~res = 362 nm from the simple Drude theory is due to the neglect of ion core 
effects for the polarizability. The width of the resonance for small clusters in the quasistatic 
regime is determined by the dielectric functions [11] and reduces to the phenomenologically 
introduced damping constant F (Eq. 3) in the case of free electrons (but see also below). For 
larger clusters the width is increased by phase retardation effects. 

2) With increasing cluster radius, higher order resonances come into play in the absorption 
cross section. For R = 40 nm the quadrupole oscillation is clearly visible. It even overcomes 
the dipole contribution for R = 60 nm. Further increase in particle size leads to octupole 
resonances and for R = 100 nm the dipole resonance is completely negligible as compared to 
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Fig. I: Crab s for Na clusters 

quadrupole and octupole terms. The 
situation is different for the extinction 
cross section: due to dominating dipo- 
lar scattering the dipole contributions 
still determine these spectra. Fig. 1 
illustrates the limitations for applicabi- 
lity of the quasistatic limit of Mie 
theory. In all cases where particles are 
not small compared to the wavelength 
of the light higher multipole resonan- 
ces and phase retardation effects are 
important leading to redshifts of the re- 
sonances with increasing cluster size. 
3) Finally Fig.1 also illustrates the pro- 
nounced changes of  the absorption 
cross section which are due to a non- 
zero width of the cluster size distribu- 
tion. In the lower part of  Fig. 1 the 
FWHM of the size distributions is 
increased from 5% which corresponds 
to nearly monodisperse clusters to 
100%. A FWHM of 100% of a cluster 
size distribution with mean radius R = 
100 nm means e.g. that the distribution 
contains mainly clusters from about 50 
to 150 nm size. Clearly the structures 
due to the various multipoles are com- 
pletely washed out and it seems that 
only one single resonance dominates 
the spectrum whose position gmax is 

nearly independent of cluster size. This resonance is, in fact, due to dipole contributions for 
small cluste,'s but to higher multipoles for larger clusters. Consequently caution is necessary 
when trying to extract cluster sizes from resonance positions, as the shift of  one multipole 
resonance might be compensated by the relative change of other multipole contributions. 

In most experiments a directly accessible quantity is the extinction cross section, which is the 

Oex t [ 106 /~  2] 

1 // 
Fig. 2: Cex t of K clusters 

••1oo 
60 ,~ 

20 ~/.~6~ ~'~ 

sum of absorption and scattering pro- 
cesses. Figure 2 depicts a plot of the 
theoretical extinction cross section of 
nearly monodisperse  K clusters 
(FWHM = 5%) versus wavelength 
and radius. As can be seen by the 
change in the absolute scale, scattering 
dominates the extinction spectra for 
large particles (absorption cross sec- 
tions of  Na and K are similar). With 
increasing particle size scattering, i.e. 
radiation damping, causes a drastic 
shift, broadening, and increase of the 
magnitude of the scattering cross sec- 
tion. It is this effect which mainly dis- 
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tinguishes plasmon polariton from free plasmon excitations. For 20 nm and 40 nm particles 
the shape of the extinction spectra is still similar to absorption but an increase of cluster size 
leads to a considerable broadening of the extinction spectra. Increasing also the width of the 
cluster size distribution leads to an additional broadening of the resonances. Any kind of 
structure is washed out if the FWHM of the cluster size distribution exceeds about 50%. In this 
case extinction spectra are thus not very sensitive on mean cluster size. 

In experiments with clusters in matrices the value of £m has to be increased above 1. The 
same is possible for clusters on surfaces. The assumption that the effect of the substrate may be 
taken into account by simply replacing ~e  spherical particle on a substrate by a spherical particle 
in a matrix with an averaged effective dielectric constant serves as a fhst approximation of  the 
problem [1] and gives reasonable results. The influence of an effective index of  refraction on 
the absorption cross section is a redshift which for Na amounts to about 50 nm when increasing 
n m from 1.0 to 1.15 [12]. Neglecting a slight broadening due to an increased imaginary part of 
the dielectric function, the shape of  the resonances remains more or less the same, as the 
boundary conditions are only slightly changed. 
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Fig. 3: Theoretical (top) and experimental (bottom) 
extinction spectra for silver clusters. 

Fig. 3 (top) gives another example 
for theoretical extinction cross see- 
tions, this time for spherical silver 
clusters with FWHM of 50%. For 
sizes above R = 40 nm, a shoul- 
der on the small wavelength side 
develops which reflects the grow- 
ing importance of the quadrupole 
resonance (L=2). Fig. 3 (bottom) 
shows corresponding experimen- 
tal extinction spectra of annealed 
Ag-clusters on LiF surfaces which 
are in good agreement with theory 
[13]. The results of  Mie theory 
calculations for other large free 
electron metal clusters are essen- 
tially similar. Without doubt, ex- 
perimental evidence proves that 
this classical electrodynamic theo- 
ry provides a very satisfactory 
description of the optical response 
of metal clusters with sizes above 
10 nm. For smaller sizes, intrinsic 
size effects have to be taken into 
account. 

Intrinsic Size Effects 
The physics underlying intrinsic size effects may be clarified by considering one effect in more 
detail, namely the contribution of damping of the small clusters (R<lOnm). In the classical 
theory of free electron metals, the damping is due to scattering of the electrons with phonons, 
lattice defects or impurities. Hence F follows from the average of the respective collision 
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frequencies of the electrons. Simple free electron theory gives for the inverse of the relaxation 
timex 

rb~k = r .  = V~ (5) 
l= 

v F is the Fermi velocity and l** the mean free path of the electrons in bulk material, given by 
£**--VF'C. For Na and Ag one finds e.g. t** (Na) = 34 nm and l**(Ag) = 52 nm at room 
temperature. If the particle sizes become comparable or smaller than 1., the collisions of the 
conduction electrons with the particle surfaces become important as an additional collision 
process [14] resulting in a reduced effective mean free path l .  A number of theoretical 
approaches has been developed to compute L The common feature of all theories is that AF ~ 
1/R. Therefore Eq. 5 is usually replaced by 

F = v__& + A v F  (6) 
1. R 

where A is a theory dependent constant of the order of 1. For small particles surface scattering 
obviously becomes the dominant contribution to the damping. As an example of the variation of 
the dielectric function due to the particle size effect of Eq.6, Fig.4 shows experimental size 
dependent functions el(m ) and ~2(o~) (from [15]) which are in full agreement with calculated 
ones according to Eq. 6 for A = 1. 
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Fig. 4: Experimental dielectric function of Ag- clusters as a function of size 

A listing of the various theories which deal with plasma peak positions and plasma resonance 
halfwidths are given in the reviews [1, 16]. 

Summary: Size Dependences of Plasma Resonances 
The overall size dependence of the dipole resonance wavelength of metal clusters is 
schematically illustrated in Fig.5. In the quasistatic regime the resonance position is size 
independent, given by el(0~ ) = - 2 em, if bulk optical functions are used. Larger particles will 
suffer a red shift due to phase retardation and the influence of higher multipoles. Smaller 
clusters of simple metals usually exhibit shifts due to intrinsic size effects. One effect is that the 
dielectric function is changed from the bulk values due to the electron spill out beyond the edge 
of the ion core [17]. Therefrom an enhanced polarizibility results which for free electron metals 
gives rise to a red-shift (e.g. [18]). On the other hand noble metals like Ag and Au can show 
blue shifts due to the influence of d-electron interband transitions [19,20]. This scheme is also 
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valid for clusters in matrices. The 
dielectric surrounding leads to addi- 
tional shifts with regard to free 
clusters. 
A similar dependence exists for the 
width of the resonances as function 
of size. For large clusters radiation 
damping due to retardation causes 
the broadening with increasing size. 
For small clusters the Mie theory 
would give constant width, however 
additional damping effects show up 
due to the above discussed size 
effects. For some small clusters like 
Au55 the damping effects are not yet 
fully understood [21]. 

The size scale in Fig. 5 must not be considered strict, it rather should give an idea of the order 
of magnitude. In general the size dependencies of the resonance wavelengths and widths for 
spherical metal clusters can be schematically described as follows: 

Cluster radius R R < 10 nm R > 10 nm 

Mie theory ~ fiR) = fiR) 
optical material functions ~ = E(R) e # E(R) 
size effects intrinsic extrinsic 

Mie's theory was developed in 1908. Only a few extensions of the theory were performed l,~.ter. 
Briefly they can be classified as dealing with other geometrical particle shapes, shell particles, 
shape dependent substrate effects, diffuse electron density boundaries, non local optical effects, 
and cluster-cluster interactions in cluster matter (for more details see [1]). 

App l i cab i l i ty  of  Elec t rodynamic  Calculat ions to Smal l  and  Very Smal l  Clus ters  
Recently experiments using the new technique of beam depletion spectroscopy for studying 
spectra of free small clusters suggested the excitation of surface plasmons already in sodium 
clusters of only 8 atoms [22]. The technique was subsequently applied by other groups [23-27] 
and nowadays detailed absorption spectra for several size selected alkali metal neutral and ionic 
clusters are available, as well as for some silver cluster ions and - using direct absorption 
spectroscopy for Hg-cluster distributions in beams [28]. These results were originally inter- 
preted in terms of surface plasmons or collective resonances, i.e. Mie resonances. This was 
supported by jellium calculations [17] which regarding the collective excitations can be 
considered as the quantum mechanical extension of the Mie theory taking into account the 
electron spill out effects and discrete electron energy levels in the ion core potential. Later it was 
successfully shown that the spectra of very small alkali clusters with up to 8 atoms can also be 
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understood in terms of a quantum chemical molecular ab initio approach (see review [29]). In 
the latter calculations the term collective excitation is not used at all, rather correlated electron 
excitations are stated to give rise to the observed experimental features. At present, the 
theoretical situation is still unclear insofar the various ranges of validity of  the theoretical 
concepts and the use of  terminology are subject of  intense and controversial discussion. 
Unfortunately, the resonance positions of the collective and the single particle spectral features 
are often in adjacent regions, which makes an unequivocal identification of  the resonances 
difficult. In the following an attempt is made to clarify at least the conceptual notations like 
plasmon, collective excitation and single electron excitation. This might also help to understand 
the limits of applicability of the Mie theory towards small clusters. In addition, suggestions for 
further experiments are given, which might help to interpret the spectra more easily. 

The following aspects which are mostly interconnected have to be considered when 
discussing collective or plasmon excitations versus single electron excitations: 

• degree of coherence of the electronic excitations 
• strength of electron-electron-interactions 
• occurence of nonmetal-metal transition 
• energy gain per electron during excitation compared to thermal energies 
• oscillator strength and sum rules 
• resonance positions and widths 

From the solid state physics point of  view a plasmon is the elementary excitation of  plasma 
oscillations or waves. One may visualize them as the oscillation of the Fermi sphere as a whole. 
Two properties of this oscillation are essential: 
1) The energy gain per electron during this oscillation is minute due to the macroscopic number 

of electrons in the metal, so the single electron contribution is almost elastic. 
2) The motion of all electrons is in phase, i.e. coherent. 
In a Drude model like description of the electron system the coherent character of the excitation 
is due to the assumption of independently oscillating electrons which are all in phase. This 
corresponds as well to very strong inherent electron-electron-interactions. Hence Drude theories 
are a priori models involving collective excitations. 

As a matter of fact the strength of the electron-electron-interactions governs the degree of  
coherence of the electronic excitations and hence also the degree of collective character. This is 
also directly correlated to the nonmetal-metal-transition of clusters as a function of size, as has 
been demonstrated recently for Hg clusters [30]. 

We suggest the following use of notations. If the cluster size is getting so small that the 
concept of  the oscillating Fermi sphere with only small energy gains per electron loses sense, 
the notation plasmon for the collective escitation is useless. Using a rule of thumb this limit 
occurs if the energy gain per electron starts to exceed thermal energies. Hence, hv/N>_kT i.e. N 
< =o(100), or R = 9/~ for Na and photons of 2.5 eV. For example the single electron energy 
gain in a Na 8 cluster for such photon energies amounts to = 0.3eV. In this case details of higher 
lying unoccupied single electron states may become important. 

Nevertheless the motion of the electrons may still be coherent both for the case that the total 
electron energy is purely kinetic and if strong electron-electron interactions occur. The strength 
of the interaction manifests itself e.g. in the nonmetal metal transition. In these cases one may 
still describe the excitation as resembling a collective electronic behavior, depending e.g. on the 
degree of coherence. The ab initio concepts make no distinction between single and collective 
excitation as the change of the all electron wavefunction is computed. 

The above arguments suggest the following classification of  optical excitations in metal 
clusters in four size regimes, defined by the number N of atoms in the cluster: 
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Cluster sizes: very small small large bulk 
N < 20 20 < N  < 500 500 < N  < 107 107 < N 

Molecular orbital 
calculations: 
ab initio theories 

< > ?  

excitations of the all-electron wave- 
functions (no distinction between 
single and collective excitation) 

Solid state theories .9 < I 

collective electron excitations 
< I 

plasmon polariton excitations 

Concerning the experimental situation for very small clusters, it is difficult to unequivocally 
interpret the resonant features as being due to either collective or molecular like spectral 
features. This is due to the fact, that for many of the investigated metal clusters, atomic or 
molecular resonance lines lie in the vicinity of the predicted collective resonances. Two clear 
exceptions were reported in the literature so far, although both dealt with cluster size 
distributions rather than single sized clusters. First, the Hg experiments [28] showed the 
evolution of the collective resonance as a function of cluster size, being strongly correlated to 
the nonmetal-metal-transition. The atomic and dimer spectral features are well separated and 
disappear as the collective resonance builds up with increasing cluster size. This already occurs 
for sizes of =20 atoms in the cluster. Second, early experiments on Ag clusters in photosensitve 
glass show a marked size dependence of the optical absorption (see Fig. 6) [19]. The 
development of Ag clusters from the single atom to sizes of about 105 atoms showed that the 

atomic absorption at about 330 nm is 

E 

8 

.Q < 

I 2 I , 

1~ , \  Molecular 
, ~ \  absorption 

3.O 3.5 4.0 
f r i 

Photon Energy [ev] 

Fig. 6: Absorption spectra of Ag 
clusters in glass 

followed by complex, obviously molecu- 
lar absorption bands betwe,~n 300 and 
350 nm. These structures are then cut 
down, until the minimum of absorption 
typical of large clusters remains at 320 
nm. SimultaneouslY, the plasmon polari- 
ton peak develops at 400 rim, i.e. at an 
energy lower by about 0.5 eV. As shown 
in Fig.6, the differences between both 
kinds of spectral structures are far 
beyond experimental limits of accuracy. 
The according cluster sizes where 
molecular structures still dominate the 
spectra (curve 1) are estimated to range 
between 10 and 50 atoms. Plasmon, i.e. 
collective excitations, which are also 
present increase with size and become 
the prominent features (curve 12) for 
sizes of about 300 to 500 atoms. The 
energetic differences between both spec- 
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tral features are particularly large in these experiments since the considered Ag-clusters were 
embedded in a matrix of glass, the dielectric constant of which shifted the plasmon peak for 
about 1/4 eV from the position for clusters in vacuum. This is due to the localization of the 
excitation close to the cluster interface and is caused by changes of the electrodynamic 
boundary conditions. Less well separated were these spectra in rare gas matrix isolated Ag 
clusters. This simultaneous existence of both spectral structures in Fig. 6 - though with 
varying magnitudes - in each spectrum most probably is an artifact due to the distribution of 
cluster sizes in the investigated samples which in the transition region included both small 
molecular and somewhat larger metallic Ag-clusters. During the cluster growth process, the 
number of the former decreases while the number of the latter increases. There is no hint of a 
continuous shift of structures from the molecular to the plasmon band. Instead, the plasmon 
peak position is almost independent of cluster size once it is observed. This supports the 
appearance of  the metallic properties to be due to a well defined structural "phase" 
transformation, postulated earlier [31]. 

This experiment may offer interesting perspectives for future experiments dealing with the 
interplay of atomic/molecular and collective spectral features of metal clusters. The embedding 
of metal clusters in a medium with given dielectric constant will shift the collective resonance 
positions in a predictable way according to Eq. 2. Hence, the embedding in matrices offers a 
separation of the two features provided that the molecular features are not shifted to the same 
amount. The.same holds for clusters on surfaces (e.g. [32]). 

The energy difference between the atomic resonance lines (-250 nm) and the Mie absorption 
(500 nm) is even more pronounced in Au compared to Ag, amounting to about 2.5 eV. The Au 2 
molecular bands measured in vapor are located at 480/650 nm and 380/410 nm; bands of more 
complex molecules appear not to have been identified. The fact that atomic and molecular lines 
almost coincide with the plasmon band in the case of Na and Ag-particles, but not in Au should 
allow a crucial experiment to verify the model evaluated above: in extremely small Ag clusters 
there should be oscillator strength in the environment of the resonance, in Au clusters, 
however, not. It would be interesting to look upon recent experiments by Meiwes-Broer [27] 
from this point of view, also keeping in mind that in chemically stabilized Au 55 clusters no hints 
of a plasma resonance could be detected experimentally [21]. 

Conclus ions :  
Optical properties of metal spheres (R.~.10nm) can be described by classical electrodynamics, 
i.e. Mie theory. The corresponding excitations are commonly called plasmon polaritons. 
Application of this theory to large metal clusters is successsful, although for clusters with less 
than 100 atoms it makes more sense to use the notation collective rather than plasmon excita- 
tions. The transition from molecular like to collective features apparently lies in the size region 
of about 8 to 20 atoms for free electron metals, however, unequivocal identification is difficult. 
Experiments are proposed with clusters in dielectric media, which may separate molecular like 
and collective features and thus help to interpret the spectra. Finally it should be mentioned that 
plasmon excitations in metal clusters have interesting properties like e.g. surface plasmon 
induced desorption processes [12,33] which similar to photoelectron spectroscopy or Surface 
Enhanced Raman Scattering are strongly enhanced in the vicinity of the resonance frequency 
since they sensitively depend on the electric near field intensities. 

Acknoreledgements: We want to thank W. Hoheisel for letting us use still unpublished results. 
This work was supported by the Deutsche Forschungsgemeinschaft. 



276 

References:  
[1] M. Vollmer, U. Kreibig, Optical Properties of Metal Clusters, Springer Set. Mat. Sci., 

[291 
[30] 

[31] 
132] 
[33] 

to be published 
[2] G. Mie, Ann. Phys. 25, 377 (1908) 
[3] M. Kerker, The Scattering of Light, Academic Press (1969) 
[4] C.E Bohren, D.R. Huffmau, Absorption and Scattering of Light by SmaU Particles 

Wiley 1983 
[5] U. Kreibig, P. Zacharias, Z. Phys. 231, 128 (1970) 
[6] U. Kreibig, B. Schmitz, H.D. Breuer, Phys. Rev. B 3 6, 5027 (1987) 
[7] H. Ehrenreich, H.R. Philipp, Phys. Rev. 128, 1622 (1962) 
[8] P.O. Nilsson, Solid State Physics 29, 139 (1974) 
[9] J.H. Weaver, C. Krafka, D.W. Lynch, E.E. Koch, Physics Data: Optical Properties of 

Metals, Parts 1,2, Fachinformationszentrum Karlsruhe, FRG (198 I) 
[10] T. Inagaki, L.C. Emerson, E.T. Arakawa, M.W. Wiliams, Phys. Rev. B 13, 2305 (1976) 
[11] U. Kreibig, Appl. Phys. 10, 255 (1976) 
[12] W. Hoheisel, U. Schulte, M. Vollmer, E Tr~ger, Appl. Phys. A 5 1, 271 (1990) 
[13] Dissertation W. Hoheisel, Heidelberg (1991), also : W. Hoheisel, T. G6tz, E Tr~ger, 

M. Vollmer, to be published 
[14] U. Kreibig, C.v. Fragstein, Z. Phys. 224, 307 (i969) 
[15] U. Kreibig, Z. Phys. 234, 307 (1970) 
[16] U. Kreibig, L. Genzel, Surf. Sci. 156, 678 (1985) 
[17] W. Ekardt, Phys. Rev. Lett. 52, 1925 (1984); Phys. Rev. B 3 1, 6360 (1985) 
[18] M.A. Smithard, M.Q. Tran, Helv. Phys. Acta 46, 869 (1974) 
[19] L. Genzel, T.P. Martin, U. Kreibig, Z. Phys. B 2 1, 339 (1975) 
[20] H. Abe, W. Schulze, B. Tesche, Chem. Phys. 4 7, 95 (1980) 
[21] U. Kreibig, K. Fauth, C.-G. Granqvist, G. Schmid, Z. Phys. Chem. NF 169, 11 (1990) 
[22] W.A. de Heer, K. Selby, V. Kresin, J. Masui, M. Vollmer, A. Chhtelain, W. D. Knight, 

Phys. Rev. Lett. 59, 1805 (1987); also Phys. Rev. B 40, 5417 (1989); 43, 4565 (1991) 
[23] C.R. Wang, S. Pollack, M.M. Kappes, Chem. Phys. Lett. 166, 26 (1990); also 

J. Chem. Phys. 93, 3787 (1990); J. Chem. Phys. 94, 2496 (1991) 
[24] C. Br6chignac, P. Cahuzac, E Charlier, J. Leygnier, Chem. Phys. Lett. 164, 433 

(1989); also Phys. Rev. Lett., submitted 
[25] H. Fallgren, T.P. Martin, Chem. Phys. Lett. 168, 233 (1990); Z. Phys. D 19, 81 (1991) 
[26] J. Blanc, M. Broyer, J. Chevaleyre, Ph. Dugourd, H. KiJhling, P. Labastie, M. Ulbricht, 

J.P. Wolf, L. WOste, Z. Phys. D19, 7 (1991); also Phys. Rev. Lett. 67, 2638 (1991) 
[27] J. Tiggesb~iumker, L. K611er, H.O. Lutz, K.H. Meiwes-Broer, Chem. Phys. Lett., in 

press; also contribution in The Physics and Chemistry of Finite Systems: From Clusters 
to Crystals, Eds.: P. Jena, S. Khanna, B. Rao, Nato Asi Series B, in press 

[28] K. Rademann, submitted to Phys. Rev. Lett.; also: p. 45 in Symposium on Atomic and 
Surface Physics, T.D. M~k, E Howorka (Eds.), Studia, Innsbruck (1990) 
V. Bonacic-Koutecky, P. Fantucci, J. Koutecky, Chem. Rev. 9 1, 1035 (1991) 
K. Rademann, Bet. Bunsenges. Phys. Chem. 93, 653 (1989) 
U. Kreibig, in Growth and Properties of Metat Clusters, Ed.: J. Bourdon, Elsevier (1980) 
J.H. Parks, S.A. McDonald, Phys. Rev. Lett. 62, 2301 (1989) 
W. Hoheisel, K. Jungmann, M. Vollmer, R. Weidenauer, E Tr~iger, Phys. Rev. Lett. 6 0, 
1649 (1988); see also Appl. Phys. A 52, 445 (1991) 



Quantum Molecular Interpretation of Optical Response Properties of Simple 

Metal Clusters 

V. J~onaclc-Koutecky , P. Fantucci 2 and J. Kouteck~ 1 

1Freie Universit~t Berhn, Institut fiir Physikahsche und Theoretische Chemie, 

Takustr. 3, W-1000 Berlin 33, Germany 

2Dipartimento di Chimica Inorganica e Metallorganica, Centro CNR, Universita di 

Milano, Via Venezian 21, 1-20133 Milano, Italy. 

Abstract: The ab-initio configuration-interaction study of excited states of small s 1 

metal clusters accounts fully for the spectroscopic patterns recorded by depletion 

spectroscopy and permits geometrical assignments. Specific structural and electronic 

properties responsible for excitations in small alkali metal clusters allow for the 

interpretation of theoretical and experimental findings in the framework of molecular 

many-electron description. Similarities and differences between absorption spectra of 

Li n and Na n clusters will be discussed. The reliabihty of simphfied methods such as 

random phase approximation for description of optically allowed transitions in metal 

clusters have been examined. 

I. Introduction: 

Theoretical investigation of excited states of simple s 1 clusters using relatively 

accurate ab initio quantum chemical methods offers an excellent opportunity to gain 

an understanding about the reasons for appearance of the specific electronic and struc- 

tural features as a function of the cluster size [1]. In recent years the interest in cluster 

research has been rapidly increased, very often emphasizing the analogies with the 

phenomena found in other fields such as nuclear and sohd state physics. In this 

contribution two aspects will be pointed out: 1) Small clusters do not represent only a 

bridge between atoms and solids but they possess several of their own specific features 
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as well; 2) Conditions under which physical laws act in small alkali metal clusters 

might give rise to characteristic features similar to those found for atomic nuclei (giant 

resonances) in spite of the fact that the constituent particles and forces acting among 

them are basically different. In order to avoid the erroneous conclusions about the 

physical nature of these parallels, a careful analysis of the reasons for these similarities 

is needed. 

For this purpose the ab-initio methods which account adequately for the electronic 

correlation effects (such as multireference configuration interaction (MR---CI)) are well 

suited since they are free from apriori assumptions. In addition to their predictive 

power these types of methods, although limited to relatively small number of electrons, 

can serve as a guidance to find out the essentials which must be included in the 

simplified procedures for description of ground and excited states of simple metal 

clusters. This can be in particulary useful when comparing the results with those 

obtained using more approximate methods which are well established and justified in 

other fields such as nuclear and solid state physics. 

There are three such model approaches presently used for discussion of absorption 

spectra of clusters: a)Mie-Drude classical theory employed for an estimate of the 

surface plasmon frequencies in spherical metal droplets [2]. b) time---dependent local 

density approximation (TDLDA) based on jellium model [3] and iii) random-phase 

approximation (RPA) also in connection with the jellium model [4]. All these models 

ignore more or less structural aspects of small alkali metal clusters and interprete the 

measured spectra in terms of 'surface plasmon' [2], inhanced plasmon [5] or frag- 

mented plasmon [4] if more than one intense transitions are present. These simple 

models seemed to be very appealing for two reasons: a) The exact temperature of 

depletion experiments is not known and has been assumed to be relatively high at least 

for large clusters; b) The first photodissociation experiments on Na n clusters larger 

than tetramers with low resolution and for selected visible wavelengths yielded small 

number (one to three) of intense relatively broad bands [2]. Also for cationic clusters 

K + (n=9,21) a single intense transition resembling a giant resonances found for nuclei 
n 

has been observed [6]. 

Nevertheless, the presence of quantum effects became apparent from the high 

resolution spectra of Na n (n=3---8,20) [7-9]; Li n (n=2--4,6---8) [10-12] and LiyNa x [13] 

which cover the spectral region up to 3.2 eV and the needs for quantum molecular inter-  

pretation evident [14-19]. Moreover, increasing experimental evidence on different 

cluster sizes called for revision of the oversimplified picture of 'surface plasmon' 

interpretation of intense bands of absorption spectra of small alkali metal clusters. For 
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example Na20 [8], and Na2+ 1 [20] do not exhibit single bands as expected. Also recent 

experiments on optical response of large clusters K~00 and K~00 [21] show that the 

expected transition to the bulk properties does not yet take place. The blue shifts of 

the maxima of the dominant bands are very small with respect to K~I._ in contrast, 

the classical approach and quantum mechanical random phase approximation (RPA) 

based on jellium model predict considerably larger blue shifts towards bulk type of 

behaviour [21]. 

In this contribution it will be shown on selected examples of Na n and Li n that the 

ab-initio MRD CI transition energies and oscillator strengths calculated for the 

structures with the lowest energies determined in the earlier work on the ground state 

porperties [22,23] are in good agreement with the recorded absorption spectra [9,12] 

demonstrating clearly that the structural properties cannot be ignored. The successful 

structural assignment of topologies determined at T=0 to the recorded depletion 

spectra suggests that 1) the atoms in clusters are not so mobile as assumed although 

the experiments are not carried out at T--0 and that 2) the experimental temperature 

does not seem to be considerably higher than 300K for small clusters. This is also 

supported by the quantum molecular dynamics work on Na n at the T$0 [24]. A com-  

parison of the CI predictions with those obtained by the ab-initio RPA based on the 

HF-SCF procedure serves to investigate the importance of treating single and double 

excitations at the same footing which is not the case in the B.PA [25,1]. The results 

obtained from the ab initio RPA calculations are also useful for comparison with the 

predictions of the RPA based on jellium model [4] in order to find out the influence of 

exact potential and the position of the nuclei in within equivalent approximate 

treatments of the correlation effects. This will be illustrated on example of Na20 [26]. 

Finally, the analysis of the electronic excitation will serve for interpretation of 

observed spectroscopic patterns. 

II. Absorption Spectra of Li n and Na n Clusters 

In alkali metal clusters the bonding is characterized by multicenter delocalized bonds 

and very small clusters do not assume highly symmetrical shapes due to 

Jahn-Teller-deformation (cf. also [1D. Tetramers with four valence electrons have 

rhombic 2D geometries but octamers assume 3D compact symmetrical T d structures 

with tetrahedral subunits since they have sufficient number of valence electrons to fill 

the degenerate one-electron levels [22,23]. Trapezoidal planar 2D structures of Li 5 and 
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Na 5 have considerably lower energies than 3D-tdgonal bipyramids (~ 0.2 eV). In the 

case of hexamers there is a competition between a planar structure built from triangles, 

a fiat pentagonal pyramid and a 3D C2v structure with tetrahedral subunits [22,23]. 

For Li 6 the 3D C2v structure has the lowest energy [22b] in contrast to Na 6 for which 

the planar form and the fiat pentagonal pyramid have the lowest and almost degene- 

rate CI energies [23]. The 3D pentagonal bipyramids represent equilibrium geometries 

for both Li 7 and Na 7 [22,23]. 

The calculation of the optically allowed states and the oscillator strengths in the 

energy interval up to 3.2 eV for the most stable ground state structures and a com- 

parison with the depletion measurements offers a good opportunity to carry out the 

structural assignments. For details of calculations and the estimate of their accuracy 

compare references [1,16,17 and 11]. For both Li 4 and Na 4 rhombic tetramers three 

intense transitions located at ~ 1.7-1.8 eV and in the 2.5-3.0 eV energy interval as 

well as a large number of weak bands [14,16,17,11] are in a good agreement with the 

recorded spectra [7,10] and the assignment is straightforward. The 3D T d structures of 

Na 8 and Li 8 give rise to two dominant features located at ,~ 2.5- 2.7 eV and the red 

shifted weak transitions [7,15,16,11] coinciding with measured features. The questions 

can be raised at which cluster size the transition from the planar to the three 

dimensional structures occurs. The predicted spectrum for Na 5 planar structure [19] is 

in substantially better agreement with the recorded spectrum [9] than the one 

calculated for the trigonal bipyramid. The broad dominant band is located in the 

energy interval 2.0-2.2 eV and a tentative assignment has been made to the 2D planar 

structure. Theoretical and experimental work on Li 5 is still in progress. 

From a comparison of calculated and recorded spectra for Li 6 and Na 6 given in 

Figures 1 and 2 a structural difference between hexamers is apparent. The 3D C2v 

structure of Li 6 gives rise to dominant features in the energy interval 2.5-2.7 eV and 

to fine structure with considerably less intensity located at ~ 1.8 eV in the complete 

agreement with the experimental finding [12]. The predicted spectra of other two 

structures with the dominant features at ~ 2.1 eV do not correspond to any of the 

measured features. In contrast, the calculated transition energies and oscillator 

strengths for the planar 2D geometry of Na 6 [19] agree well with the recorded spectrum 

which is characterized by a dominant transition at ,~ 2.1 eV and the considerably 

weaker shoulder at ~ 2.8-3.0 eV (Fig. 2). The fiat pentagonal pyramid for Na 6 gives 

rise to very similar spectrum as the planar structure. Two topologies differ only in the 

position of one atom. Although the pentagonal pyramid does not represent the local 

minimum on the HF energy surface, its contribution to the recorded spectrum cannot 

be completely ruled out presently, since the energy difference between this and the 
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planar structure is very small, the calculated spectroscopic patterns for both structures 

are very similar and the experiment is not carried out T=0. In constrast, the 3D C2v 

structure of Na 6 with substantially higher energy of 0.25 eV gives rise to transition 

energies and oscillator strengths which do not agree with the experimental finding. 

Consequently the contribution from the 3D C2v structure of Na 6 to the recorded 

spectrum can be excluded. Figures 1 and 2 illustrate clearly that Li 6 seems to be three 

dimensional and Na 6 is still planar or close to planarity. It is likely that the sp 

hybridization is stronger for Li than for Na. The findings of Figures 1 and 2 

demonstrate that the position of nuclei is important and therefore the structural 

aspects should not be neglected because of possible experimental conditions (e.g. 

unknown exact temperature). 

If the average contributions of all three structures with comparable weights would be 

responsible for the recorded spectrum, three dominant features located at ~ 2.2, 2.5 and 

2.8 eV would be present. Since this is not the case, it seems that the temperature of 

both experiments for Li 6 and Na 6 is suficiently low so that the vibrations are not able 

to bring cluster from one class of related geometries to the other one. 

Pentagonal bipyramids for Li 7 and Na 7 give rise to the spectra with dominant 

transitions at 2.5 eV which are in agreement with experimental findings. It seems that 

the occurance of intense transitions at ~ 2.5 eV is characteristic for the three 

dimensional structures of Li6, LiT, NaT, Li 8 and Na 8. 

The ab-initio RPA calculations based on the SCF Hartree-Fock ground states have 

been carried out for all three geometries of Na 6 (cf. Fig. 3). From comparison of the CI 

and RPA results (Fig. 4), the role of explicit consideration of double excitations has 

been studied. Moreover, it is of interest to investigate whether the dominance of single 

excitations might be connected with the symmetry of the cluster geometries and in this 

connection with the degeneracy of the one-electron levels among which the excitations 

take place. For the planar structure the CI wavefunctions of the 41A1 and 31B2 (to 
which the most intense transitions have been calculated) are dominated by single exci- 

tations. Therefore, the RPA results for these transitions do not differ substantially, 

they are just slightly blue shifted with respect to the CI values. For all other 

characteristic spectroscopic features, differences between the results obtained from the 

RPA and the CI procedures are considerably larger. For example, the leading role of 

single and double excitations in 31Blstate gives rise to the transition energy Te=2.58 

eV and to low value of oscillator strength fe=0.0298. The RPA yields considerably 

higher values: Te=2.85 eV and fe=l.04, due to defficient treatment of double excita- 

tions. Since the location of the 31B1 state obtained from RPA coincides with the 
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position of the recorded weaker band, this result is fortuitous. All other transitions 

with considerable intensities are strongly blue shifted with respect to the CI results. 

From a careful analysis it is not possible to conclude that the RPA yields, in general, 

better results for the energetically lower lying states, although this is the case for the 

pentagonal pyramid. 

Differences between the CI and the RPA results are even more pronounced for the 

C2v structure. It seems that the splitting of degenerate one electron levels due to lower 

symmetry leads to the necessity for introducing a more balanced interaction among 

single and double excitations, since the lack of the appropriate inclusion of double or 

higher excitations in RPA leads to deviations in values of transition energie and 

oscillator strengths with respect to the CI values randomly distributed over the whole 

energy interval of interest. It seems that, if the CI method yields one dominant 

transition, which is usually connected with highly symmetrical structure, this might be 

more easily reproduced by the simplified methods. 

The analysis of the wavefunctions of excited states in terms of configurations with 

single and double excitations shows that very few leading configurations characterize 

the states to which intense transitions occur similarily as in many molecular excited 

states. A comparison of the dominant features in the wavefunctions of the states to 

which transitions with small and large oscillator strengths have been calculated 

indicates the occurence of interference phenomena [1,16,19], since the same configu- 

rations differing in the amount and the sign of their contributions determine to a large 

extent the composition of the wavefunctions. This is the case for all Li3__8 and Na3__8 

dusters considered. 

It is instructive to point out that the description of the excited states of dusters in 

terms of interactions of individual excitations is just a way of improving the wrong 

starting point which is the one--electron picture. However, this discussion can be useful 

for distinguishing individual single (particle-hole) excitations from many--electron 

effects which can be qualitatively characterized by interaction of very few leading 

excitations or by very large number of excitations with comparable weights, respec- 

tively. In the latter case the notion of collective excitations such as for surface or 

volume plasmons can be introduced. In this context the question can be raised at 

which duster size a molecular picture will disappear. Therefore, the interpretation of 

Na20 spectrum is of particular interest. 

Although the structural assignment of Na20 absorption spectrum is not yet comple- 

ted, a comparison of the RPA predictions based on the HF SCF calculations for the 

two T d structures with experimental data [8] shown in Figure 5 illustrates three 

important points: 1) Almost "spherical" compact structure yields one dominant 
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transition which location is in a good agreement with the maximum of the recorded 

intense band. Several other relatively weak transitions are strongly blue shifted and 

coincide less well with the measured broad substantially weaker band. The second T d 

structure which is the section of the fcc lattice gives rise to entirely different 

spectroscopic pattern. The locations of calculated intense transitions coincide well with 

the regions of recorded bands but the values of oscillator strengths do not indicate 

presence of one dominant band. 2) The analysis of the RPA results for the intense 

transition obtained for the "spherical" T d structure contains contributions with 

comparable weights from the five single excitations illustrating that there might be a 

long way to go reaching the collective type of of excitations. 3) Our RPA spectra for 

Na20 differ substantially from the KPA predictions obtained using jellium model. It is 

evident that the two model calculations give rise to different energies of one--electron 

levels among which single excitations take place. This can be due to the LDA 

approximation of jellium model as well as to the potential employed. Therefore, the 

interpretation of the "fragmentation plasmon" due to the presence of two bands in the 

recorded spectrum based on RPA-jellium calculations [4] might be rather arbitrary. At 

present ab-initio KPA calculations are in progress for several other structures [24] 

which might be good candidates for stable isomers. 

HI. Conclusions 

The predictive power of quantum chemical methods, although still limited to small 

clusters with a small number of valence electrons, has been clearly demonstrated by 

successful structural assignments and interpretation of the optical response properties. 

A comparison between accurate theory and experiment makes it possible to gain the 

information about the geometries and specific electronic properties such as nature of 

excitations responsible for the spectroscopic pattern. 

The appearance of relatively small number of intense transitions and a very large 

number of weak ones in the depletion spectra of small alkali metal clusters is connected 

with the symmetry of the geometry given by the position of nuclei and with the role of 

p functions which participate in the delocalized bonding and in polarization connected 

with the molecular excitations. 
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ABSTRACT 

We present the photoelectron (photodetacment) spectra of K~.19 recorded using 2.540 eV 
photons. These spectra are highly structured, providing a wealth of information about the 
electronic structure of alkali metal clusters, including adiabatic electron affinities and electronic 
splittings for each size. Spectral assignments have been made with guidance from theory. For 
the smaller cluster sizes, detailed assignments of the spectra were aided by ab initio quantum 
chemical calculations. For the larger clusters, assignments were guided by a simple shell 
model. A substantial correlation is found between the predicted shell model energy levels and 
the observed patterns and spacings in the spectra. 

1. Introduction 

Among metal cluster anions, alkali metal cluster anions offer relative simplicity, and 
their photoelectron spectra exhibit unusual clarity. Alkali atoms are hydrogen-like, each with a 
s 1 valence electron and a rare gas electron core configuration. Bulk alkali metals are the 
simplest of metals, being essentially free electron metals. Because of these simplifying 
characteristics at the extrema of size, alkali metal clusters in the vast size regime between a 
single atom and the condensed phase offer unique opportunities for better understanding the 
electronic properties of metal aggregates generally. 

Interest in alkali metal clusters has generated a rich literature pertaining not only to 
theoretical 1-11 and experimental 12-20 studies of neutral and cationic alkali clusters, but also to a 
lesser extent to theoretical 21-25 and experimental26, 27 work on alkali cluster anions. Negative 
ion photoelectron studies of metal cluster anions comprised of s 1 atoms have included work on 
metal cluster anions of the coinage metals by Lineberger 28,29, Meiwes-Broer 30, and Smalley 31 
and on small alkali cluster anions by our group 27. Here, we extend our previous work on 
alkali cluster anions and present the phototelectron (photodetachment) spectra of potassium 
cluster anions, K n, with n = 2 -19. 

2. Experimental 

Negative ion photoelectron spectroscopy is conducted by crossing a mass-selected beam 
of negative ions with a fixed-frequency photon beam and energy analyzing the resultant 
photodetached electrons. The main elements of our negative ion photoelectron spectrometer are 
(a) an ion beam line along which negative ions are formed, transported, and mass-selected by an 
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E x B Wien filter, (b) an argon ion laser which is operated intracavity in the ion/photon 
interaction region, and (c) a magnetically shielded, high resolution hemispherical electron 
energy analyzer, located below the plane of the crossed ion and photon beams. A particularly 
important attribute of this technique is its ability to size-select cluster anions before 
photodetachment so that photoelectron spectra of individual cluster anion sizes can be recorded. 

To generate beams of potassium cluster anions, we use a heated supersonic expansion 
ion source. In this device, the stagnation chamber is divided into separately heated oven 
reservoir and nozzle channel sections. The alkali metal is heated in the oven to a temperature 
corresponding to several hundred torr equilibrium vapor pressure. The vapor is then 
coexpanded with several hundred torr of argon into high vacuum through the nozzle, which is 
maintained -50 degrees hotter than the oven. Finally, a negatively biased hot filament injects 
low energy electrons directly into the expanding jet in the presence of axial magnetic fields, 
producing potassium cluster anions. 

3. Results  

The photoelectron spectra of K" and the potassium cluster anions, K~.I9 are presented 
in Figure 1. These spectra were recorded with 2.540 eV photons. The photoelectron spectra of 
alkali cluster anions are highly structured, an attribute that derives both from the inherent 
properties of the alkalis and from the available electron energy resolution (-30 meV) of our 
spectrometer. The individual peaks in these spectra arise due to photodetachment transitions 
between the ground electronic state of a given cluster anion and the ground and various 
energetically-accessible excited electronic states of its corresponding neutral cluster. Thus, one 
learns two main kinds of information from an analysis of these spectra, ie., adiabatic electron 
affinity values and electronic structure data, both as a function of cluster size. Adiabatic electron 
affinities for metal clusters are expected to increase with cluster size, reaching the work function 
of the bulk metal at infinite cluster size. There are two ways of looking at the electronic 
structure information in these spectra. In the picture alluded to above, the spacings between 
peaks in a given spectrum reflect the energy splittings between the various electronic states of 
the neutral cluster, albeit at the geometry of its corresponding cluster anion. In the other view, 
which is equivalent to the first picture at the Koopmans' theorem level of approximation, the 
peaks in a given spectrum are ascribed to electrons being removed or plucked from the occupied 
energy levels of the cluster anion. In this picture, the peak spacings and patterns directly reflect 
the upper portion of the occupied energy level structure of the cluster anion. In either picture, 
however, the observed peak structure in these spectra is a manifestation of how the elec~'onic 
structure of the alkali metal cluster system is evolving as a function of cluster size. Eventually at 
some larger cluster size, this electronic structure is expected to organize itself into the essentially 
structureless valence band of bulk potassium metal. 

4. Electron Affinit ies  vs. Cluster Size 

Adiabatic electron affinities (EA's) were extracted from the spectra and are presented as 
a function of cluster size in Figure 2. These results exhibit largely an odd-even alternation of 
electron affinities with cluster size. Using ab initio quantum chemistry methods, Bona~it- 
Kouteck2? 4 has calculated the adiabatic electron affinities for potassium clusters from sizes 
n = 2-6. The quantitative agreement of her calculations with our experimental results is rather 
good. For theoretical guidance at larger potassium cluster sizes, we turned to a qualitative 
comparison with the predictions of simple shell models. Figure 3 compares our experimentally- 
determined EA vs. n trend with the qualitative EA vs. n trend predicted by an ellipsoidal shell 
model. The latter plots the scaled energy of the highest occupied energy level of the cluster 
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containing n + 1 electrons as a function of cluster size, n. Since a large energy for the highest 
occupied energy level in the anion implies a relatively low electron affinity, we have inverted the 
energy scale on our experimental EA vs. n plot to facilitate comparison of these two graphs. It 
is evident that this shell model reproduces much of  the EA vs. n trend found experimentally. 
Note that an ellipsoidal shell model predicts "peaks" in the EA vs. n trend in Fig. 3 at n = 8, 10, 
14, and 18, and that we observe these experimentally. Additionally, however, we also see 
"peaks" at n = 4 and 12 which are not predicted by this shell model. (Note, of course, that 
"peaks" in the upper panel of Fig. 3 appear as "dips" in Fig. 2.) 

5. Electronic Structure and Spectral Assignments 

The photoelectron spectra of alkali metal cluster anions are laden with information about 
electronic structure, yet their interpretation is not obvious by inspection. Thus, our primary 
goal at this stage has been to assign these spectra in some rudimentary but useful way. In order 
to do this we need theoretical support. At relatively small alkali cluster anion sizes, the ab initio 
calculations of Bona~i6-Kouteck~ et al. have been an invaluable guide. Two years ago Bona~i6- 
Kouteck~ 21 modelled our photoelectron spectra of sodium cluster anions over the size range 
n = 2-5, and very recently she and her group performed similar calculations on potassium 
cluster anions ranging in size from n = 2-6. This was done by calculating the photodetachment 
transitions between several possible (energetically close) geometries of a given cluster anion and 
the ground and energetically-accessible excited electronic states of its corresponding neutral 
cluster, with the latter being taken in each case at the geometry of  the particular isomer of  the 
cluster anion in question. That is, high level quantum mechanical calculations were separately 
performed on both the cluster anion and its corresponding neutral cluster, followed by the 
computation of  vertical photodetachmment transitions between them. By comparing the 
photoelectron spectra predicted in this way with a given experimentally observed alkali cluster 
anion photoelectron spectrum, a wealth of  valuable information was obtained about the 
geometry (or isomeric geometries) of the alkali cluster anion and about the states involved in 
each of  the observed photodetachment transitions. The success of this approach effectively led 
to an assignment of the spectra in that it identified the transitions which were involved in each 
observed spectral peak. 

As larger cluster sizes are considered beyond the present range of ab initio quantum 
chemistry treatments, however, one must rely on some other form of theoretical guidance. In 
our earlier work with alkali cluster anions, we had noticed some intriguing correlations between 
the peak patterns and spacings of  our spectra and the predictions of  simple shell models. 
Consider K~ for example, an eight valence electron system. Imagine putting two of  these 
electrons into a "s-like" shell and then the remaining six into a "p-like" shell. Further imagine 
that in such a small system structural effects (or perhaps crystal field effects) lift the 
degeneracies of  the three p sub-levels, leaving two electrons in each of three closely spaced p 
levels. Next, imagine removing each of these eight electrons from the cluster anion to their 
common ionization continuum limit, the energy required to do this in each case being its electron 
binding energy. That predicts a photoelectron spectrum with three closely spaced peaks at low 
electron binding energy, followed by a gap, followed by another peak at higher electron binding 
energy. This is what is observed, and furthermore the ls-lp splitting is quantitatively close to 
the prediction of the Clemenger-Nilsson6, 8 model for 1<8. 

With these correlations to encourage us, we set out to see if a simple shell model could 
work well enough to aid in the assignment of  our spectra. To calculate energy levels from 
which a predicted shell model "stick spectrum" could be generated, we used a program written 
by Saunders and Knight20, 32. Essentially, this calculation treats a three dimensional harmonic 
oscillator having a single perturbation parameter. In addition to its relative simplicity, it has the 
advantage of easily being able to accommodate triaxial distortions. Only two parameters had to 
be fixed, one to set the energy scale and one to set the magnitude of the perturbation. These 
same two parameter values were then used for calculations on all cluster anion sizes. In this 
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model the value of one quanta of energy is equal to the 1 s-lp splitting in the closed shell system 
with eight valence electrons, and we set it in accordance with the value of  the tentatively 
assigned ls- lp  splitting in our spectrum of K~.  Also in this model, the value of  the 
perturbation parameter is equal to the ld-2s splitting in the closed shell system with twenty 
valence electrons, and we chose it in accordance with the tentatively assigned ld-2s splitting in 
the spectrum of K'19. Basically, this is a triaxial shell model parameterized for potassium 
cluster anions. 

This approach allowed us to generate predictive "stick spectra", with distinctive spectral 
patterns and quantitative splittings, for first approximation comparisons with the observed 
photoelectron spectra. Figures 4-7 present these calculated "stick-spectra" (along with their 
level designations and electron occupations) as insets on the photoelectron spectra of  K n over 
the cluster size range, n = 4-19. The correlation between the shell model's "stick spectrum" and 
the actual spectrum for n = 4 is rather good. For n = 5, however, the correlation is not as good. 
The predicted lp peak actually appears as two peaks in the real spectrum. Conceivably, the two 
degenerate lp sub-levels could be split by some interaction not in the model to yield the two 
observed peaks. If  so, the predicted value of the ls- lp splitting would agree fairly well with 
that in the photoelectron spectrum. For n = 6, the correlation is somewhat more convincing. 
Two peaks deriving from lp levels are predicted, but the lifting of the degeneracy of two of the 
lp sub-levels would result in three lp peaks. This is consistent with the observed spectrum. 
The case of  n = 7 has been previewed above. The observed triplet of peaks is suggestive of the 
lp level's three-fold degeneracy having been lifted. The case of n = 8 is rather convincing. The 
above kinds of  arguments about lp sub-levels and peaks are applicable here, but in addition the 
peak for a ld level appears on cue at the predicted energy due to the opening of  a new shell. 
Inspection of the n = 9 case is also fairly convincing if one allows the doubly degenerate lp 
level to split into a doublet of  peaks in the spectrum. The n = 10 case is consistent with the 
model but by itself is not convincing. The n = 11 case has the predicted number of peaks in the 
combined lp and ld manifolds. In most cases, the suspected ls- lp  splittings observed in the 
spectra are in reasonable accord with those predicted by the model. On the other hand, the 
model often does poorly in predicting the lifting of lp sub-level degeneracies. 

At n = 12, we lose sight of the ls peak, ie., it shifts out beyond our photon range. Also 
here, lp and ld manifolds start to segregate into separate groupings of peaks, the beginning of 
an important trend. Within the lp grouping of peaks there are three discernible peaks as 
predicted by the model. The same situation holds for the ld grouping of peaks. By n -- 13, the 
valley between the lp and ld groupings has become deeper and the two groupings more 
obvious, even though the spectral sub-structure on each grouping is more difficult to interpret. 
At n = 14, the spectral sub-structure on each of the two peak groupings is practically gone, but 
the lp peak grouping has become clearly distinct from the ld grouping, resulting in a spectrum 
having two broadened peaks. At n = 15, the pace of lp and ld segregation quickens. This is 
apparent in the predictions of the model and in the observed spectrum, and the valley between 
the two peak groupings deepens. The n = 16 case continues the trend as does the n = 17 case. 
The model predicts n = 17 (an 18 valence electron system) to be a spherical closed shell. By 
n = 18, the model predicts the appearance of a singly occupied 2s level. It faintly presents itself 
as a shoulder on the low electron binding energy side of the ld shell peak grouping. At n = 19 
(a 20 valence electron system), the model again predicts a spherical closed shell system. Now, 
however, the doubly occupied 2s level pops out dramatically as a new peak in the spectrum. 
The size range between n = 14 and 19 provides the most convincing set of correlations between 
the spectra and the shell model. We observe that, all else being equal, the correlation between 
the shell model and the observed spectra tends to be better (1) near shell closings, ie., near the 
8, 18, and 20 valence electron systems, and (2) for larger cluster anions than for smaller ones. 
Indeed, both trends are what one would expect from a shell model for metal clusters. Viewing 
the evidence as a whole, we are led to the conclusion that there is something to a first 
approximation assignment of  these photoelectron spectra in terms of  a simple shell model. This 
is the f'trst time that shell models have been successfully put to the test at the level of  single 
particle energy levels. Always before, shell models were tested via consequential properties 
such as EA vs n trends, IP vs n trends, and mass spectral abundance patterns. 
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Shell models have been the subject of intense interest in cluster physics in recent years, 
the most famous shell model being the celebrated jellium model. Shell models generally arise as 
a result of fermions moving in attractive smooth potentials. Thus, even though the 
Saunders/Knight shell model that we have used here is not a jeUium shell model, it is reasonable 
to expect that it should reproduce some of the gross features of a jellium calculation. To date, 
however, the predictions of a true jellium calculation have not been compared to the 
photoelectron spectra of potassium cluster anions. It would be interesting to do so, and we look 
forward to the availability of theoretical results that will make this possible. 
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Figure 1. The photoelectron spectra of K~.19 recorded with 2.540 cV photons. 
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The geometrical structure is one of the most basic properties of any 

aggregate of atoms. In principle, it is easy to calculate, as one "only" has to 

find the structure with the lowest total energy. This is seldom practicable, as 

we must both calculate the energy surfaces and avoid unfavourable minima 

in them. We outline a method that addresses both problems, and show that 

it leads to interesting and unexpected results for clusters of aluminium and 

gallium up to n = 10. 

1. I n t r o d u c t i o n  

Interest in clusters has grown dramatically in the last decade. With the ad- 

vances in theory and experiment, we can expect an improved understanding 

of many of their properties, particularly those reflecting the transition from 

atomic ~ molecular --* bulk behaviour. The geometrical arrangement of 

a cluster, one of its most important properties, is often difficult to deter- 

mine experimentally. In principle, the most stable forms of a system of 

electrons and ions can be found by calculated by locating the lowest-lying 

minima in the energy surface. However, the numerical effort required to de- 

termine the energy E from the exact wave function q2 increases dramatically 

with increasing electron number, and the number of minima (and possible 

structures) increases very rapidly (probably exponentally) with increasing 

number  of atoms n. 

The approach we use addresses both problems. First, the density func- 

tional (DF) formalism provides a numerically efficient scheme for calculating 

the energy E for a system of ions and electrons. Second, "simulated anneal- 
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ing" - based on finite temperature molecular dynamics (MD) - allows us 

to avoid unfavourable energy minima. We give results for small aluminium 

and gallium clusters, and discuss trends in binding and ionization energies. 

2. Dens i ty  funct ional  calculations wi th  molecula r  d y n a m i c s  

The two basic theorems of the DF formalism are: 

(1) Ground state (GS) properties of a system of electrons and ions in 

an external field Ve,t can be determined from the electron density 

n(r) alone. The total energy E is such a functional of the density, 

E = 

(2) E[n] satisfies the variational principle E[n] >_ EGS. The equality holds 

for the ground state density, nGs. 

Two minimization problems must be solved to determine the most sta- 

ble structures: The total energy E must be minimized for each geometry 

by varying the density, and we must find the geometry with the lowest 

E. If there are many local minima, finite-temperature "simulated anneal- 

ing", whether based on a Monte Carlo sampling 1 or on molecular dynamics 

(MD), 2 is an appropriate way to avoid high-lying local minima in the en- 

ergy surface. The combined MD/DF scheme, 2 which views E as a function 

of interdependent sets of degrees of freedom related to the electronic and 

ionic motions, is free of adjustable parameters and makes no assumptions 

about ground state geometries. We use large unit cells with periodic bound- 

ary conditions, and the scattering properties of the atoms are described by 

pseudopotentials. Further details are given in the original papers. 2,3 

3. Clusters  of  a l u m i n i u m  and gall ium 

Aluminium has been a favourite element for cluster studies. The electronic 

structure of the bulk material is characterized by small departures from 

free-electron behaviour, and several theoretical studies of Aln clusters have 

adopted the "spherical jellium" model, 4 where both the electronic charge 

and positive background distributions are uniform within a sphere of appro- 

priate size. Particular attention has been paid to the existence of prominent 
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(o.) (b) 

Fig. i: Structures of AlT. 

or unusually stable clusters, e.g., Al7 +, with "magic numbers" of atoms or 

electrons. There ar% however, many experimentM data that  cannot be ex- 

plained by this model, and detailed calculations of geometries are essential 

to explain measured properties of clusters with less than ,~40 atoms. We 

describe here calculations of AIn and Gan clusters up to n = 10. 3 

There is excellent agreement with experimental values of equilibrium 

separations re and vibration frequencies we for both the 3IIu and 3 ~ -  states 

of Al 2.5 The near degeneracy between these states reflects the ease of trans- 

fer between ~r- and 7r-electrons. The most stable form of Al 3 is an equilateral 

triangle (2A1, re = 4.65 a.u.), 6 and the calculations lead in Al 4 to a planar 

rhombus s t r u c t u r e  [ r  e : 4.75 a.u., bond angle a = 56.5°]. In larger clusters 

we find a rich variety of structures and spin multiplicities, and it is not 

surprising that previous results have been limited and often contradictory. 3 

We observe transitions from planar to non-planar structures at Al 5 - where 

a planar C2, structure is almost degenerate with a Cs structure with similar 

bond lengths - and to states with minimum spin degeneracy at Al6, where 

the lowest lying singlct (D3d) and triplet (D2d) states are nearly degenerate. 

Two stable isomers of Al 7 [Fig. 1] - a compact structure reminiscent of 

P4S3, and a planar form N 0.8 ¢V higher in energy - are each the closest 
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(o) 

(b) (c) 

Fig. ~: Three structures of Al 8. 

minimum for a large region of configuration space. In Al 8 to A/lO, there are 

many more stable isomers, and examples are shown in Fig. 2 for Al 8. In 

addition to a "bulldike" fragment [Fig. 2(a)], there axe numerous buckled 

planar structures, such as shown in Figs. 2(b) and 2(c). Allo f  the structures 

conform to the pat tern found in Alb: almost equilateral triangles connected 

so that they are either coplanar [dihedral angle V "~ 0°] or with 7 "~ 50°. 

Interconversion between these structures can be observed in simulations at 

300-500K, and they also occur with a single extremal atom, as in Fig. 2(c). 

The energies of the isomers 2(b) and 2(c) are almost identical, and they are 

the more stable than the isomer shown in Fig. 2(a). 

In Al9 and Allo , "bulklike" structures are more stable than the buckled 

planes. The most stable isomer in Al9 (C3,) has the C2h-structure of Al 8 

with an additional "dangling" atom, and capped structures of Al 9 are the 

most stable in Allo. In Ailo , the "open" arrays of triangles in the buckled 

planes distort towards "dosed" bulklike structures. We observed intercon- 

version between different capped structures, and found a stable structure 

comprising Al 3 and AI 7 units. The large number of local minima in the 

energy surface for Allo indicates how difficult a detailed study of larger 

dusters would be. 
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We have calculated ionization energies Iv for ionic structures that are: 

(a) the same as in the most stable isomer found for Aln, and (b) fully 

relaxed. 3 The experimental trends 7,8 are reproduced well: I v increases ini- 

tially to a maximum at A16, 8 and has a sharp minimum at A17, 7 and the 

dissociat ion energies of the ions decrease in the  order  AI + > At + > ,4l+o > 
AI + > AI + > AI +, AI+~ > Al+8. The AI~ ion is one of the most prominent 

in beam experiments, and the energy change on relaxation is much larger 

(~0.5 eV) than in the other ions (< 0.2 eV). The final structure (C3v sym- 

metry)  is very compact, with bonds from an atom in the central layer to 

atoms in base and apex of equal length (4.78 a.u.). In fact, each atom is 

almost equidistant from the centre of mass of the cluster. 

The calculated dissociation energy of A17 is larger than those of A16 

and Als, and there is a separation of 1.15 eV between the highest (singly- 

) occupied orbital and the next highest (doubly degenerate) orbital. The 

large gap between the energy eigenvalues of valence electrons 20 and 21 

is consistent with the low ionization energy in AlT. The gap between the 

corresponding eigenvalues in the planar structure (,,,0.8 eV) is smaller, but 

larger than typical energy differences in other Al-clusters. These large gaps 

are in accord with the pronounced stabilities of both AI + isomers. 

Apart from minor differences in the stabilities of the isomers, the results 

for gallium clusters show only one important difference from those in the 

corresponding AI clusters; the bonds are ~ 5% shorter. The transferability 

of structures within a group of the periodic table has been evident in earlier 

work. 9 In group VI, the "atomic radii" so determined are N 15% larger in 

Se than in S, and 10% larger in As than in P.  There are corresponding 

changes in the radial valence functions for the atoms, which we show for 

P and A8 in Fig. 3(a). This trend continues as we proceed to groups IV 

(Si, Ge) and III (AI, Ga). It is unusual that dusters of a heavier element 

(Ga) are more compact than those of an dement  of the same group with 

lower atomic number (AI), but this simply reflects the nature of the valence 

orbitals [Fig. 3(b)]. 

The variety of structures found in AI and Ga clusters is consistent with 

the "metalhc" nature of the dements:  The valence sp-shen is less than half- 
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Fig. 3: Radial functions [or valence (8 and p) electrons in (a) Al and 

Ga, (b) P, As. 

filled, and there are usually unoccupied bonding orbitals near the highest 

occupied orbital. Furthermore, it is easy to transfer electrons between ~r- 

orbitals (which dominate in the bonding in planar structures) and cr-orbitals. 

The remarkably uniform patterns of bond and dihedral angles are also found 

in bulk aluminium and in ~-gall ium, 10 and MD simulations of liquid Al 

show peaks in the bond angle distributions at 60 ° and near 110°. 11 

The prediction of new structures in clusters of Al and Ga underlines 

the advantages of finite-temperature simulated annealing. The departures 

from regular trends, such as the low dissociation energy in Al 8 and the low 

[p in AlT, are also interesting. The unusually high stability of Al +, with 

the "magic" number of 20 electrons, suggests some contact to the results 

of jellium calculations, although the buckled planar structures may not be 

accessible to calculations that assume a spherical duster  form. Finally, the 

large relaxation energy found in Al7 + indicates that precise measurements 

of the variation in ionization energies should provide information about the 

relaxation of ionic structures. 
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Electronic Shell Structures in Aluminum and Noble Metal Clusters 
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Abstract. Electronic shell structures of AUl2,13, Ag12A3, Al12,13 and A112Si of icosahedral 
symmetry are discussed based on self-consistent local density functional calculations using 
the norm-conserving pseudopotential in the linear combination of atomic orbitals method. 
The formation of cluster dimers is studied by applying the Harris energy functional scheme. 

1.Introduction 

Although experimentally observed electronic shell structures in free electron-like metal 
clusters are well understood by the giant atom model based on the self-consistent jellium 
background calculations[i,2], those in noble metal clusters[3] characterized by the s-d 
hybridization are not well studied on the basis of the first principles calculation[4]. It is of 
interest to elucidate the origin of shell structures for electrons of 5s, 6s, and 3p orbitals in 
Ag, Au and A1 clusters. The discussion here will focus on the electronic shell structures of 
Ag12A3 and Au12.13 of icosahedral symmetry based on the self-consistent local density func- 
tional scheme by the linear combination of atomic orbitals(LCAO) method using the norm- 
conserving pseudopotentials [5]. Stability of electronic shell structures in noble metal clus- 
ters and A112A3 and A112Si clusters are also discussed. Using self-consistently determined 
charge densities of single cluster, the formation of cluster dimers is studied by applying the 
Harris functional method within an approximation of a weak interaction between clusters[6]. 

2.Method 

The nodeless feature of atomic radial wave functions given by the norm-conserving pseudo- 
potential in the LCAO scheme made it feasible to perform numerical integrations for Hamil- 
tonian matrix elements for even heavy-atom systems. In applying the Harris functional 
method for bonding of clusters, the potential energy of the weakly coupled system is ap- 
proximately given by superimposing self-consistently determined charge densities of the 
separated systems. The kinetic energy is calculated from eigenvalues of the coupled system. 

Figure 1 shows calculated results of binding energies for uniform scaling of Au12.13, 
Ag12A3, Al12A3, and A112Si vs bond distance by the Kohn-Sham and the Harris functional 
scheme. In the Harris functional case, the binding energy is given by superimposing atomic 
charge densities. 
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Figure 1. Binding energy curves of clusters of icosahedral symmetry calculated by the 
Kohn-Sham and the Harris functional scheme. 
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In Figures 2-1 and 2-2, the density of states(DOS) of Auz3 and Al13 by the Harris func- 
tional methods are compared to those by the Kohn-Sham scheme. Since equilibrium dis- 
tances and electronic structures are almost same in both cases, the Harris functional method 
is found to be quite reliable in predicting the nature of bonding in cluster molecules. 
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Figure 2-1. DOS's of Aul3 by the Kohn-Sham(a) and Harris(b) functional method. 
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Figure 2-2, DOS's of All3 by the Kohn-Sham(a) and Harris(b) functional method. 

The binding energy for cluster dimers are calculated by superimposing self-consistently 
determined charge densities of clusters. Figure 3 shows binding energy curves of An13 and 
All3 cluster dimers. Within assumptions of no charge transfer between clusters and no 
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geometrical changes in each cluster, both AUl3 and Al13 clusters are found to form diatomic 
molecules. HOMO's of these dimers comprise HOMO's of each cluster. 
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Figure 3. Binding energy of cluster dimers. 

3 Shell structures. 

The icosahedral symmetry of the cluster induces the splitting of energy levels of the shell 
structure being higher than the f state: ag(1 s), tlu(lp), hg(ld), ag(2S), t2 +g,(lf),  tlu(2P), 
hg+gg(lg)...In the monovalent alkali metal clusters, however, the non-spherical effect is 
found to be not strong enough to change the energy level sequence[5]. In 13 atom clusters of 
noble metals, relevant energy levels are associated with ls, lp, and ld states of the shell 
structure. Figures 4 and 5 show energy levels and DOS's for Au12,13 and Agl2,13 clusters. 
The DOS is evaluated by the augmentation of molecular orbitals at the center of the cluster. 
In the cluster of 13 atoms, the highest occupied and the lowest unoccupied molecular orbit- 
als (HOMO and LUMO, respectively) comprise 5s(Ag) and 6s(Au) atomic orbitals of the 
peripheral and the central atoms, respectively. In 12 atom clusters, energy levels are not 
different from the case of the 13 atom cluster except the LUMO. Taking out the central atom 
from Aul3 and Agl3 induces changes in the occupation number of the HOMO(one electron 
removal) and the character of the LUMO. The shell structure in these noble metal clusters is 
evident because the HOMO being the hg state comprises mainly one-center d orbitals. Three 
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levels below HOMO, t2g, tlg, and h comprise mainly 5d orbitals. The total amount of the 
spin-orbit splitting which is originated from each 5d atomic state is about 0.7eV in them, 
which does not overshoot the HOMO lying 1.7 eV higher. 
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Figure 4. DOS's of Au13(a) and Au12(b) clusters. 
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Figure 5. DOS's of Ag13(a) and Aga2(b) clusters. 

In the All3 cluster, relevant shell structure energy levels are 2p and If states as shown in 
Figure 6. The tlu(HOMO ) and gu states comprise 2p orbitals of the peripheral A1 atoms. 
There are 5 electrons in the tlu state. Putting one electron more into the HOMO may stabi- 
lize the electronic energy of the cluster. In order to provide one more electron into the 
HOMO, the central A1 was replaced with the Si atom. As shown in Figure 1, the binding 
energy of the A112Si is much lower than that of Al13. 
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4.Summary. 

Electronic shell structures formed by peripheral atoms in Au12 , Agl2 , and AllR clusters of 
icosahedral symmetry are found to be stable enough to accept one atom into the cluster 
center. Doping Si in to  Al l2  stabilizes the cluster considerably. Possibility of forming a clus- 
ter molecule is proposed within assumptions of fixed charge and geometry. 
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A b s t r a c t .  We show that the experimental data on ionization energies 

and photoabsorption cross sections of alkali metal clusters are consistent 

with a model of clusters in terms of a system of interacting electron pairs 

with L=O and L=2. 

In the last few years several authors have discussed electronic proper- 

ties of alkali metal dusters in terms of an independent particle motion in 

which the active electrons move in some average field V(r). As it has been 

shown by many calculations in the framework of the self-consistent jellium- 

background model 1, this mean field is dominated by the attractive short 

range part of the electron-electron interaction responsible for the exchange- 

correlation term ~,c in the jellium energy functional . In fact, there is a 

strong cancellation between the external, attractive electric field due to the 

jellium (V~**), and the repulsive mean field originating from the Coulomb 

direct electron-electron interaction ( f  This cancellation yields to 
a negligible electrostatic contribution to the total energy of the cluster. 

The situation is similar to the nuclear shell model where the mean 

field is originated by the nucleon-nucleon interaction and different from the 

atomic case where the mean field is dominated by the external Coulomb 

field of the nucleus. In fact, in the last case the Coulomb direct term 

compensates only about one-half of the contribution of the external field 

to the total binding energy. This fact is reflected in the dependence of the 

binding energy on the number N of cosfituents: in atoms the binding energy 

goes like N ] whereas in nuclei and clusters like N. 

In nuclei one derives the mean field from a two-body effective density 
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dependent  interaction which is short range and attractive. The binding en- 

ergy goes like N because each nucleon interacts only with the neighbouring. 

The effective interaction gives rise, beyond the ,mean field, to a residual 

interaction V~e~ which is responsible for correlations beyond Pauli correla- 

tions. Due to the strong screening effect, the situation in metal  dusters  

seems to be similar to the nuclear case. In the following we wiU hence 

assume a short range attractive effective residual interaction of the form 

V,.s = - V ° 6 ( r l  - r2), (1) 
po 

active between electron pairs. Exploiting further the analogy with the nu- 

clear case we will assume that  the residual interaction is active only among 

electrons belonging to open shells, whereas closed shells corresponding to 

magic numbers remain inert. 
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Some experimental evidence of short-range correlations in metal clus- 

ters induced by a residual interaction can be found in: i) dissociation 

experiments 2 where one has observed a competition between the evapora- 

tion of monomers and dimers in clusters with an even number of electrons, 

and emission of only monomers in clusters with an odd number of electrons; 

ii) the strong resemblance between the odd-even effect seen in the neutron 

separation energies of nucleP which is explained by pairing effects, and the 

odd-even alternation seen in the ionization energies of metal clusters 4 (see 

fig.l). Further evidence for corrdated dectron pairs could come for example 

from double charge exchange experiments where one observes the transfer 

of two particles 5 

Figure 2 
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In fig.2 we report a preliminary configuration mixing calculation with 

the delta-force (1) with V0=l.5 eV in Nalo,Na11+ and Nail. We have 
generated all the possible [£~, s, L, S > particle states , starting from n par- 

tides in the ld  shell (£=2) outside the inert closed-shell core of 8 electrons 

in the ls, lp  shells (s is the seniority number and L,S the total angular 

momentum and spin respectively). We have then diagonalized the residual 
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interaction on these states. The single particle states used in the calcu- 

lation are those generated by the spherical jellium model. The ionization 

energies for N=9,10,11 are 3.547, 4.149 and 4.049 eV respectively, yielding 

an odd-even staggering ~_ 0.1 eV in agreement with experimental data 6. 

The mean field result for the ionization energies is 3.547, 3.738 and 3.889 

eV respectively , which do not present any odd-even effect. In the case 

of Nalo,  which has two electrons in the ld  level outside the inert core, the 

residual interaction breaks the degeneracy of the 3P,3F,1D,1G,1S states. As 

one can see from fig.2 the L=0,S--0 state 1S is much more bound than the 

others. Short range attractive forces favour the formation of correlated elec- 

tron pairs in L=0,S--0 states. The most simple residual interaction inducing 

these pairing correlations is the pure pairing force 

H =-a ot+ ,a  (2) 
k,k'>O 

where G is the strength of the interaction and a t a are electron creation 

and annihilation operators. The conjugate state k is the time reversed state 

(in a spherical basis if[k > =  ]nt jm >, [k > =  [r~tj - rr~ >,  rr~ > O). The 

pairing interacion (2) acts only in L=0, S=0 two-particle states and its 

s trength G can be related to the strength V0 of the delta-interaction (1) by 

imposing that  they give the same value for for the splitting of the L=0 and 

S=0 state. One then gets 
v0 

a (3) 
where N is the total number of electrons in the cluster. The advantage of 

using interaction (2) lies in the possibility of an exact diagonalization of the 

total Hamiltonian H = Ho-FHp where H0 is the one-body ttamiltonian. For 

n electrons in a single 2(2t + 1)-fold degenerate t-shell interacting through 

the pairing force (2) the ground state, in the case of even n, is given by the 
pair coupled wave function 

t ~ ( s ) 7 1 -  > (4) 

and with n odd by 

(Stl~a[,m,;½,m l-- >. (5 / 
where J-  > is the inert core wave function and S t is the pair operator which 

creates the two-particle L--0,S=0 s ta te .  We have then that  the ground state 

is a condensate of (2) S-pairs (n--even) or a condensate plus an unpaired 

particle in the orbital l, rr~l, s, m8 (n=odd).  The eigen-energies are given by 

E(n, ~) = -~{(n - ~)(2~ - ~ - n + 2)} (6) 
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where fl = 2~ + 1 and s is the seniority quantum number  which gives the 

number  of unpaired particles and takes the values s = 0, 2, 4, ...n for n even 

and s = 1, 3, ..... n for n odd. The ground state has s=0  or 1 for n even or 

odd. Application of eqs. (6) to clusters with N active electrons distr ibuted 

in a dosed core plus a ~-shell with n electrons , yields to the following 

contribution of the pairing interaction to the, ionization energies S(N): 

S ( N )  = E ( N  - 1)  - E ( N )  = So - A N  , N  = e v e n  , 

S ( N )  = E ( N  - 1 )  - E ( N )  = So - A N  - A , N  = odd  , 
(7) 

whereA,A and So are quantities that  depend on the s t rength of the pairing 

interaction, G, and from the degeneracy ~2 of the last unfilled shell(S0 = 

a and A O(~2 + ½). Note, incidentally, that  in the limit G(n + 1),  A = ~- = 

N-+  oo one has A --+ 0, A --+ 0 and So --+0 (see eq.(3)) .  In p a r t i c u l a r  the 

odd-even staggering A decreases as N increases according to A = c o n s t , / N  c', 

with 1 > a > 0, (in nuclei a -,~ ½). 

Figure 3 
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One can see in fig.3 that  the ionization energies of potassium clusters 4 

do indeed approximately satisfy Eqs.(7) (mean field effects of the type W + 

! ~ N - ½  are incorporated in So). The experimentM data  of ref. 4, do show 9. r s  
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that the magnitude of the odd-even staggering decreases as N increases, but 

in view of their accuracy ( -  +0.06 eV ) it is still not possible to determine 

at the present time the value of oz. A value a = l  would give a staggering 

A ~0.01 eV for N=100. 

Ionization energies data have been explained by other authors with 
deformation effects. Mean field calculation show in fact that open shell 

clusters are strongly deformed. In fig. 4 it is shown the comparison of the 

spheroidal jellium model calculation 7 and experiments 4,6 for the Na cluster 

ionization potentials (in eV) in function of N. 

5.5 

-.-m-m 5.0 
0 

C 
• /..5 
0 

,_ 4.0 
0 

° ~  

o &5 
. ~  

r -  

.9 3.0 

+ I¢-l,p ,~ ,a. 

o i 8 ~2 i6 2'o 2'4 

Figure 4 

From the figure one can conclude that there is evidence for deformation 

effects but probably also for pairing correlations as discussed previously. 
Effects due to the deformation can be taken into account in the previous 

model by adding to the pairing Hamiltonian (2) a quadrupole interaction 

H =-k QIQ  
# 

Q~ = ~ < klr~r2,~lk ' > 4a~, .  (8) 
k,k' 

This quadrupole force originates from a multipole expansion of the delta- 
interaction of ,q.(1). Note that the pairing plus quadrupole Hamiltonian, 

/-/ = /-/0 +/ - /p  + HQ contains, as a special case, the Nilsson-Clemenger 
single-particle model used in Ref.8, but it is more general than it, since 

it includes the effects of pairing. This can be readily seen by using this 
Hamiltonian in the Hartree-Fock-Bogoliubov theory. 
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The effect of the quadrupole interaction (8) is to split 1D states in ad- 

dition to the 1S states splitted by the pure pairing force. It then introduces 

correlated pairs with orbital angular momen tum L=2 (and spin S=0), called 

D-pairs, in the electronic states. For n even ,  these states can be written 

(st)"'(Dt)"~ l -  >, (9) 

and for n odd 
(st) '~'rntV'~a t (10) ~ J z,.~,;~,.,. I -  > 

where D t is the pair operator which creates the two-particle L=2,  S=0 state. 

The states (9) and (10) are condensates of ns S-pairs and na D pairs, with 

ns + na = 2 (plus an unpaired electron in odd clusters). These condensatcs 

lead to clusters which are no longer spherical but, in general, spheroidal. For 

spheroidal condensates ,there is an additional contribution to the binding 

energies which changes Eq.(7). This contribution is proportional to the 

coupling constant k and must be calculated numerically. An approximate 

expression can be written in terms of the distorsion parameter,  6 , of Ref. 

7. The contribution to the binding energy is EDEV(N) = -c62(N)  from 

which one can obtain 

S ~ E F ( N )  = E v ~ v ( N  - 1) - E ~ E ~ ( N )  = c[6~(N) - 6~(N - 1)] (11) 

The subscript DEF denotes the contribution due to deformation, the scale 

of which is determined by the constant c. 

Properties of metal clusters can be directly evaluated by diagonalizing 

H = H0 + Hp  + HQ in the fermion space for small number  of electrons. 

When N becomes very large, a direct evaluation is not possible in view of 

the large size of the matrices involved. For these cases, it is convenient, as 

in the nuclear case, to bosonize the pairs. Replacing the S-D pairs by s-d 

hosons (we use lower case letters for boson operators and capital letters for 

pair operators) one can write the states of even clusters as 

(st)"" (dt)"~ I-  >, (12) 

with n ,  + n d  = n B  = ~- = total number of pairs. In the case of n electrons 

in a single degenerate G-shell, the electron Hamiltonian H = Ho + l ip  + HO. 

can be rewritten in terms of boson operators as 9 

H~ = E0 + ~d~ + kB0 .  ~) + k~L.  L , 

~ = (a*. ~) , (13) 
( }= [d  t x ~ + s t x o ~  (2)+X[d t xd ]  (~) , 

L = [dt x ~](1) , 
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where d~ = ( - ) " d _ . .  The coefficients e~,ks ,kb and X are obtained from a 

knowledge of the electron single particle energies ¢z and the strengths of the 
pairing, G, and quadrupole interaction, k. For clusters with an odd number 
of eIectrons, states are of the type 

( s t Y ~ ' ( d t ) ' ~ a  t ~ [- 
/ ~, lpr r t l ;  y ,~.rt s > , 

(14) 

with Harniltonian H = HB + HF + VBF where HB is the boson Hamiltonian, 

Eq. (13), and HF and VBF denote the Hamiltonian of the unpaired particle 
and its interaction with the s , d bosons. One can also show that the 

boson Hamiltonian (13) corresponds to the quantization of vibrations and 

rotations of a classical shape 9. If the shape is ellipsoidal with radius 

a = a0[z + (15) 

it can be quantized by means of quadrupole bosons (d-bosons), having an- 

gular momentum and parity L '~ = 2 +. In addition to the five indepen- 

dent quadrupole degrees of freedom, characterized by the creation operators 

d~ (it = - 2 , - 1 , 0 ,  +1, +2), a monopole degree of freedom (s boson) with 

L '~ = 0 + is also introduced to take into account the finite size of the system 
and its volume conservation. 

The boson Hamiltonian (13) is particularly well suited for a descrip- 
tion of metal clusters, since one can account for several types of shapes 9: (i) 

spherical shapes when ed >> kB; (ii) spheroidal shapes when ed << ks  and 

X = q-x/7/2 (plus sign oblate, minus sign prolate) and (iii) deformed shapes 

with no axial symmetry ('/'-unstable shapes) when cd << kB and X = 0. To 
these different shapes corrcspond different low-energy spectra9: (i) vibra- 

t ional ,  (ii) rotational, (iii) "/-soft. Besides the spettroscopy of the cluster 

which remains the final test of our and other models, the shell model and 

interacting boson models can be also used to make predictions on collective 

states like for example the plasmon mode or other states not yet observed. 

An analysis of the fragmentation of the plasmon mode due to the coupling 
with surface oscillations described by the boson Hamiltonian has been made 
in ref.10. 

Just to give an idea of the quality of the agreement between theory and 

experiment, in fig.5 we report the calculated 1° and experimental lz photoab- 
sorption cross sections in Nalo and Naz2. 
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Abst rac t  

The ground-state atomic and electronic structure of simple-metal 
dusters is studied by minimizing the total cluster energy using the 
density functional formalism. The geometrical structure of the duster 
is taken into account in an approximate way by replacing the total 
(three-dimensional) external potential of the ions by its spherical aver- 
age around the cluster center when solving the Kohn-Sham equations 
of density functional theory. When combined with the technique of 
simulated annealing to find the global minimum in the energy hyper- 
surface, the procedure represents an approximate but very effective 
approach beyond the spherical jellium model for studying atomic and 
electronic shell effects, form-isomers and duster stability. Results are 
shown for Na- and Cs-dusters. 

1 I n t r o d u c t i o n  

Ab-initio quantum mechanical calculations of the electronic structure of 
clusters face two main problems: (i) Usually one is interested in the evolution 
of cluster properties with the number N of atoms in the cluster. Even for fixed 
cluster geometries, however, the computing time increases rapidly with N, 
such that  finite computer resources will quicldy become exhausted. (ii) The 
geometry of clusters at T = 0 is usually not known and in principle must be 
calculated by locating the global minimum for the total energy as a function of 



328 

the cluster geometry. However, the number of low-lying local minima existing 
in the energy hypersurface is likely to increase approximately exponentially 
with increasing N [1], and so far no algorithm is known that grows with time 
as some power of N and which allows for finding the global minimum in such 
a case [2]. In particular this second difficulty makes the determination of the 
true ground state energy and structure of a cluster with N atoms in a strict 
sense intractable. 

For fixed cluster geometries the asymptotic dependence of the computing 
time t for traditional computational schemes has the form t ~ eN ~, with 

= 5 for the configuration interaction calculations, c~ = 4 for the Hartree- 
Fock method and a = 3 for local density functional calculations. A recent 
new method due to Car and Parrinello [3] combines molecular dynamics 
methods with local density functional calculations and has a computing time 
dependence t ~ cN 2 In N per time step. But even in this method for clusters 
larger than N "~ 20 one usually has to make drastic simplifying assumptions 
to bring the problem down to a tractable size. 

Such simplifying assumptions in particular refer to the shape of the ionic 
potential. In this respect the spherical jellium model, i.e. a uniform positive 
background, is quite popular, because of its simplicity and the fairness of 
some of its predictions [4]. Its computing time dependence is t ~ cN, i.e. 
c~ = 1, which allows for extending the calculations to the range of quite 
large clusters N - 3000. Only recently it has been recognized, that a fixed 
ionic structure can be included in such a spherical model without enlarging 
the value of a: Spina and Brack [5], proposed a simple semi-classical model 
for ionic structure effects in large metal clusters, where they assumed that 
the ions are distributed on concentric geometrical shells. Iaiguez et al. [6] 
included the effects of the ionic structure in a density functional approach by 
treating the Coulomb energy between the point-like ions exactly, while the 
ionic potential acting on the electrons was replaced by its spherical average. 
Up to now this latter model represents the simplest method for the ab-initio 
calculation of electronic properties of medium-sized cluster (N < 250), which 
still preserves the individual character of the ions constituting the cluster. 
The purpose of the present work is to give a short summary of this method 
and to compare the results with other calculations. 

2 T h e o r e t i c a l  m e t h o d  

The geometric and electronic structure of the cluster is calculated by 
means of a spherical average pseudopotential (SAPS) method. It is based on 
density functional theory (DFT) and can briefly be described as follows: 

For n given set of positions {1~} of the atoms constituting the cluster the 
total ionic potential 

Vi(r) = ~ vi(r -- R,) (1) 
i 

is constructed from the N individual ionic potentials vi at the sites P~. For the 
N atoms v~ is approximated by Ashcroft's empty-core model pseudopotentiai 
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[7] or some other suitable potential, like that by Manninen [8]. The Ashcroft 
potential is zero inside and purely coulombic outside the so-called empty-core 
radius r~: 

0, I r -  1~1 < to, 
vi(r - Ri) = - Z / l r  - P~], ]r - R d  > r,. (2) 

The total ionic potential (1) is now simplified by taking its spherical average 
around the center of mass of the cluster. For both the Ashcroft and the 
Manninen potential this average Call be done analytically. For the Ashcroft 
potential we have e.g. 

vfA(~) V ' , ~ ( ~  = ~  , , , ,  (3) 
i 

with 

O, 
-Zlll~l, 

v/~A(r) = - z  
• 2r11~i I , 
- -Z / r ,  

IR~I - ro < 0 < ~ _< ,'~ - I i ~ l  
_< I R i l  - , ' o  

! I 

{1 1- < I~1 + ro 
! ! 

," --- I~1 + ~o. 

(4) 

The electronic structure of the cluster with N e  = N Z  valence electrons is now 
calculated by solving self-consistently the Kohn-Sham equations of the DFT: 

1 2 { - ~ V  + v~fy(r)} ej(r) = cjej(r), j = 1, . . . ,  ge. (5) 

The ¢/(r) axe single-paxticle orbitals from which the electron density of the 
system i8 obtained 

~(r) = ~ ICj(r)lL (6) 
O ~  

and the effective potential 

~oli(~) = v[W(~) + f d%: ~(~') I~ - ~'~ + V=(r)  (7) 

is the sum of the total ionic potential of the cluster, the usual Haxtree and the 
electronic exchange-correlation potential V,~. The selfconsistent solution of 
(5)-(7) yields the electronic density for the actual duster geometry. With this 
information the total energy Etoi[n(r), {1~}] of the cluster can be calculated: 

V 2 
Eiot[n, {RI}] = ~ ( ¢ ~ ] -  T I E S ) +  

OCC 

i n(r)n(r') 

f 1 zizi, 
+ d% v,s~(~)~(~) + ~ ~ I1~ - 1~,1 (8) 



3 R e s u l t s  

The task at hand is now to minimize in a second cycle of calculations 
E~o= as a function of the atomic positions {1~}. As discussed above, a strict 
algorithm to find the global minimum of E~o~ does not exist and one thus 
has to find almost optimal strategies to cope with this problem. A first and 
very popular strategy is the so-caJled steepest-descent method, i.e. the succes- 
sive relaxation of the atoms in the direction of classical forces acting on them. 
The steepest-descent method, however, is unable to locate a global minimum, 
which happens to be separated from the initial geometry {R ° } by a barrier in 
the energy hypersufface E~ot[{P~}], and it is thus very likely with this method 
to become trapped in a local minimum. This problem may be circumvented to 
a certain extend in a third cycle of calculations of E=o~[n, {1~}] for randomly 
choosen initial geometries {B.°(k)}. A second and more systematic approach 
for avoiding local minima is the strategy of simulated annealing [9]. In this 
method there exists always a non-zero probability to overcome a barrier be- 
tween two minima in the energy hypersurface and this strategy is therefore 
more suited for a systematic search for the global minimum. It goes without 
saying that simulated annealing requires much more computer resources than 
the simple-minded steepest-descent method. 
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Figure 1: Geometrical structures of two Na20 isomers calculated with the 
SAPS method, using the simulated annealing strategy 

In Fig. 1 we show the SAPS ground state geometries of two Na20 iso- 
mers calculated with the simulated annealing strategy [10]. The difference 
in energy among these two structures is rather small (AE ~ 0.06 eV). By 
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Figure 2: Kohn-Sham eigenvalues for pure Cslv clusters versus N for the 
spherical jellium and the SAPS model 

comparing this result with the much more elaborated ab-initio molecular dy- 
namics simulations for Na20 of Ballouc et al. [11], one recognizes the tendency 
of the SAPS method to minimize the eccentricity of the cluster shapes. This 
is clearly due to the spherical average in Eq. (3), which is equivalent to 
imposing a spherical symmetry on the electron density. The search of the 
equilibrium configuration by simulated annealing in the SAPS calculations 
shows that the energy surface exhibits several local minima, which are very 
close in energy, and is rather fiat around them. The total energy and other 
average electronic properties are therefore relatively insensitive to the atomic 
positions, a result which is in accordance with the ab-initio molecular dynam- 
ics calculations of Ref. [11] and gives some confidence in the SAPS results as 
long as mainly electronic properties are concerned. 

Fig. 2 shows the Kohn-Sham eigenvalues for Cslv clusters versus N for 
both the spherical jellium and the SAPS model [12]. It is seen that the 
spherical jellium model for large values of the Wigner-Seitz radius (r, = 
5.63 a.u. for Cs) does not result in stable configurations obeying the Aufbau 
principle for N near 40 and 70. This shortcoming is corrected in the SAPS 
model: The sequence of one-electron levels ls, lp, ld, 2s, l f ,  2p, lg, 2d, 3s, lh 
and corresponding magic numbers 2, 8, 18, 20, 34, 40, 58, 68, 70, which have 
been verified and extended to even larger cluster sizes N recently for Na [13], 
is also the energetically correct sequence for Cs clusters. Up to N = 20 this 
shell structure has been found experimentally by measurements of ionization 
energies for CsN [14] and relative mass abundances for Cs++l [15]• 

The present scheme has been applied to pure sp-bonded metal clusters like 
Na, Mg, AI, Pb [6] and Cs [12, 16], to describe enrichment and segregation 
in alkali-metal heteroclusters like NaNCSM [17, 18] or NaN_=Li= [19] and to 
investigate dissociative channels of Na + clusters [20]. The present method 
can also handle impurities in clusters, like H in A1 [21] and 0 in Cs [12, 16]. 
As an example we show in Fig. 3 the calculated atomic structure of Csz~O 
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Figure 3: Calculated geometrical structure of Cs140 (left) and first ionization 
potential IP1 for CsjvO dusters versus N (right) 

[12]. The inner CssO complex with a Cs-O bond length of approximately 
5.5 a.u. is highly stable in most of the CsNO clusters due to the strong ionic 
bonding between Cs and O. The six-fold coordination and the bond length 
in this core agree with the corresponding properties of solid Cs20, which is 
the only known oxidic solid with Anti-CdC12-structure. Calculated results for 
the vertical first ionization potential IP1 of CsNO clusters [16] are also shown 
in Fig. 3. Electronic shell-closing effects at N = 10, 20, 36, 60 may easily be 
identified. In addition the calculations predict two geometrical effects in IP1 
at N = 8 and N = 45, which are related to the opening of a new atomic 
shell of Cs atoms in the cluster. The experimental IP1 data of Bergmann et 
al. [22] for CsNO clusters produced by vapor quenching agree quite well with 
this calculation. In particular the predicted drops in IP1 at N = 8,10, 20, 36 
show up clearly in the experimental data. 

The question whether there is a contraction of the interatomic distances 
in metal dusters, when compared to the bulk materiall is still under debate, 
both experimentally [23, 24, 25] and theoretically [26, 27]. At the theoretical 
side it must be kept in mind that state-of-the-art ab-initio DFT calculations 
in the framework of the local density approximation give lattice constants, 
which for bulk alkali metals are around 2-5% smaller than the experimental 
data [28]. SAPS calculations for CsN ( g  < 78) [29] and MgN (N < 250) 
[30] clusters result in nearest-neighbor distances for the outermost atomic 
shell of the duster, which are typically 9-11% smaller than the experimental 
bulk values. However, since this larger contraction could also be due to 
the additional effect of an insufficiently repulsive core-core interaction in the 
pseudopotential formalism, we hesitate to interpret this finding as evidence for 
a global contraction of interatomic distances in metal clusters. On the other 
hand, these calculations clearly show that the distribution of interatomic 
distances in larger metal clusters is not uniform, in the sense that atoms in 
the inner part of the cluster have a smaller nearest-neighbor distance than 
those in the outer part. This result is in agreement with the explanation 
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of the mass abundance measurements on CsnO (N < 600) [31] and Nan 
(N < 1500) [32, 33] by means of an inhomogeneous spherical jellium model: 
A positive density that is higher than the bulk average value is needed at the 
center of the cluster in order to produce the bunching of the electronic levels 
necessary to give the experimentally observed sequence of magic numbers for 
N > 100. 

w 
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We apply microscopic nuclear-structure methods to calculate electronic 
excitations of atomic clusters. The single-particle part of the Hamiltonian is 
derived for a spherical ionic background ("jelfium"). The two-particle inter- 
action is the Coulomb interaction between the electrons. As a consequence 
the Hamiltonian is parameter free. The standard shell model (JT coupling 
scheme, code MSH7000 [1]) is used in ls lp2s ld  space for clusters with 
N = 1 to 10 valence electrons. We have calculated for several total angular 
momenta and both parities the level structures, ionisation potentials and 
electric-dipole (El) transition strengths. Larger clusters with N >> 10 are 
tedious within the shell model because of the large model spaces required. 
We treat them with a family of particle-number and angular-momentum 
projected mean-field models (MONSTER, VAMPIR [2]) using the same 
Hamiltonian. With MONSTER we study states which have essentially a 
structure of one or two (quasi)electrons. 

The independent electron model explains surprisingly successfully cer- 
tain observed features of metallic clusters such as the (spherical) magic 
numbers and the (deformed) subshell structure of small and medium-size 
clusters [3] as well as the recent triumph [4, 5] of super-shell behaviour. To 
explain in more detail e.g. the ionisation energies already requires a more 
elaborate picture. These phenomena are related to the electronic ground 
states. 

The first indications of many-electron excited states came from pho- 
toabsorption spectra [6]. Especially for small clusters a number of theoret- 
ical approaches ranging from microscopic quantum-chemistry and density- 
functional methods [7, 8] to more phenomenological RPA-type and sum-rule 
techniques [9, 10] are applied to the a priori complex electronic excitations. 
Inspired by the former methods and, on the other hand, by the success of 
microscopic many-body approaches in explaining analogous complex multi- 
particle excitations of atomic nuclei, we have implemented two fully micro- 
scopic nuclear-structure models for calculations of spectroscopic properties 
of metallic clusters. 
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The many-body Hamiltonian for the valence electrons is 

i i<j 

where we assume that the single-particle potential V(r) is caused by a uni- 
formly charged sphere of the jellium background and that the two-particle 
interaction is the Coulomb repulsion between the electrons. Thus we have 

h, = - ' "  + v(,.,) 
2m--* 

1 e 2 

- I , ' ,  - , ' j l "  ( 2 )  

As the single-particle basis we use j-coupled harmonic oscillator wavefunc- 
tions [nljm). The oscillator parameter is fixed by minimizing the ground- 
state energy, for each cluster separately. Thus for a selected set of single- 
particle states the problem is parameter free. The remaining task is to di- 
agonalise the Hamiltonian (1) in the complete antisymmetric many-particle 
configuration space built up from the single-particle basis. 

The best solution is provided by the complete shell-model (CSM) con- 
figuration-mixing scheme [1]. In the limit of an infinite basis the method 
is exact. For example, for ten electrons the single-particle basis ls lp  2s ld  
yields such a "complete" solution with matrix dimensions of about 3000. 
Thus we foresee that only small clusters of up to some 20 valence electrons 
can be treated in this way. 

For future applications we note that nuclear calculations with dimen- 
sions of 62 000 and 320 000 for the coupled and uncoupled schemes, respec- 
tively, have been reported lately. However, even with these dimensions the 
next shell 2p If  could not be included completely. Restricted calculations 
are still possible in an even larger basis, but a safe procedure for performing 
the truncation is lacking. In the present calculations we use the JT-coupled 
scheme with the code MSH7000 [1] in the exactly solvable l s  lp  2s ld  space. 
The method of calculating excitation spectra and spectroscopic quantities 
such as electromagnetic transitions is straightforward and sufficiently doc- 
umented, so we need not comment it here in more detail. 

An optimal way to truncate the many-particle configuration space is 
to let the dynamics of the system itself define the truncation. This can be 
done by using a variational principle to extract from the Hamiltonian the 
mean fleld each of the particles feels due to its interaction with aU the oth- 
ers. The symmetries (here particle number and total angular momentum) 
broken by the mean field can be restored by projection either after or before 
the variation. A versatile family of such many-body modds (MONSTER, 
VAMPIR.) have been developed [2] and applied [11] e.g. to medium-heavy 
nuclei during the last decade. With only minor modifications we have now 
applied these models to atomic clusters represented by the Hamiltonian of 
eqs. (1) and (2). 
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For dusters with an even number of electrons we first seek the number- 
and angular-momentum- projected VAMPIR mean field of the lowest state. 
Angular momentum and parity J'~ = 0 +, 2 +, 4 +, . . .  only can be reached 
by projection from the axially and reflection-symmetric intrinsic mean field. 
The Hartree-Fock-Bogoliubov (HFB) transformation underlying the VAM- 
PII~ mean field is cabable of self-consistently attaining axially symmetric 
shapes and pairing properties dictated by the two-particle (here ee) inter- 
action. Then the ground and excited states are calculated with MONSTER 
by diagonalising the Hamiltonian (1) in the space spanned by the projected 
two-quasi-electron (2qe) wavefunctions 

[NJTrM) foP(JM, K 0;N)[q) + ~.f~v]qt, qt,; J M), (3) 
g u  

where ]q) st'ands for the VAMPIR mean field, M (K) for the angular- 
momentum projection to the laboratory (body) z-axis, P for the angular- 
momentum and particle-number projection operator and f0 and f~,v for the 
amplitudes of the various wavefunction components. The exact form of the 
2qe part is 

Iqt, q,,; N J'~ M) = V~21-[P(JMK; N)q~ q~ + r ( - )  J - g  P( J M, - K  ; N)q~ q~]lq) , 
(4) 

where the parity ~" = lrt,~" v and K = Kg + K~,. For clusters with an 
odd number of electrons these equations are replaced by appropriate lqe 
expressions. 

In the ls lp  2s ld  basis all 2qe confiqurations can be included in eq. (3). 
For numerical feasibility in larger bases we truncate the number of con- 
fiqurations by the 2qe energy Eq~, = E qe + E~ qe, by the total K value or by 
both so that for a given J the number of 2qe confiqurations is typically 150. 
This truncation does not invalidate the results for the excitation-energy 
regime under discussion. Calculations of electromagnetic transition rates 
with the wavefunctions (3) are straightforward and they are in progres. 

Our main aim so far has been to test and compare the new techniques 
with each other and also with other methods such as the local spin-density 
approximation (LSDA) [12]. In fig. 1 we compare for small sodium clus- 
ters the binding energies per electron calculated with SCM, MONSTER 
and LSDA. For duster  sizes N = 1 and 2 the CSM and MONSTER give 
identical energies, since both use exactly the same (1- and 2-electron) con- 
figuration space. The result is highly nontrivial because the methods used 
to reach it are entirely different. This is a pleasing confirmation of the for- 
real correctness of the two models. The large discrepancy observed for the 
open-shell clusters with N = 3 to 6 is somewhat disturbing though possi- 
ble since now the projected lqe and 2qe configuration space is smaller than 
the complete CSM space. The same oscillator length is used in the CSM and 
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Fig. 1. Binding energies per electron for the smallest Nan clusters calculated 
with various approaches using the same jellium Hamiltonian of eq. (1). Local 
spin-density approximation (LSDA) with self-consistent densities (solid line with 
bullets) and with Gaussian single-electron wavefunctions (dashed line with circles), 
CSM in the complete ls lp 2s ld space (solid line with crosses), MONSTER in the 
ls lp 2s ld space (solid line with open squares) and in the ls 2s 3s lp 2p 3p ld 2d 
space (solid squares). 

MONSTER,. Both models fail to reproduce the trend for larger clusters as 
calculated with the LSDA. The LSDA results obtained with the minima]. 
basis of pure Gaussian (H0) wavefunctions demonstrate that the detailed 
basis is not essential. The main reason for the discrepancy is evidently that 
the ls lp  2s ld  space is too small. This is demonstrated by the drop in the 
MONSTER energies when the space is enlarged to ls 2s 3s lp  2p 3p ld  2d 
space. Varying the oscillator parameter would still bring about some extra 
binding. 

The ionisation potentials of fig. 2 are obtained from the differences of 
total energies of a cluster Nan with N = r~ electrons and of the ionised one 
with N = n - 1 electrons. Crucial is that the oscillator pazameters have to 
be found separately for the two clusters by minimising the total energy. The 
general trend and even the absolute values of the experimental ionisation 
potentials [13] are well reproduced by all approaches: the larger dips at the 
major shell closings between N = 2 and 3 and between N --- 8 and 9 are 
clearly visible. 

Importantly, a finer detai l-- the odd-even staggering--is not accounted 
for by the entirely spherical CSM and LSDA models. This is related to the 
fact that in (small) clusters the odd-even staggering is caused by the 3ahn- 
Teller effect, i.e. the non-spherical shape of the cluster [8]. Thus the odd-  
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Fig. 2. Experimental ionisation potentials [13] (upper panel) for the smallest Nan 
clusters compared with calculated ones (lower panel) using various approaches. 
LSDA (solid line with bullets), CSM (solid line with crosses), MONSTER (dotted 
line with open squares). 

even staggering of the ionisation potentials of metallic dusters should not 
be mixed with the odd-even staggering present in the binding energies of 
atomic nuclei, which is caused by the strong pairing force characterising the 
nucleon-nucleon interaction. The electron-electron interaction (repulsion) 
does not produce any pairing: on the contrary, the self-consistent VAMPIR 
mean fields point to anti-pairing results for electrons. Even more clearly 
this is seen in the ordering of the levels with different angular momenta, 
which obey Hund's rules for atomic electrons. 

We believe that the odd-even staggering of the MONSTER/VAMPIR 
ionisation potentials shown in fig. 2 is due to the fact that the projected 2qe 
states (3) of the dusters with even numbers of electrons contain significantly 
more correlations than the projected lqe states of those with odd numbers 
of electrons. This difference of the two approximations always yields extra 
binding for clusters with even numbers of electrons. 

Excitation spectra for Na~0 in figs. 3 and 4 clearly demonstrate the 
repulsive nature of the ee interaction leading to a level ordering typical of 
an atom with two electrons in d and s orbitals outside a rigid core. Note 
also the exact degeneracies of excitations belonging to a given spin multiplet 
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2"7, 60 lowest excitations are shown. 
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Fig. 4. Lowest projected 2qe excitations of Nal0 cluster calculated with MON- 
STE~ in the ls lp  2s ld  space. 

( 2 S +  1 members  for a given L),  a na tura l  consequence of the neglected sp in-  
orbi t  interact ion.  Although calculated within j j  coupling, our  eigenstates 
are indeed exac~ eigenstates of L and S. 
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The differences between the CSM and MONSTER spectra are caused 
by the projected 2qe approximation of the latter. States with seniority 3 
and higher for states with ~r = + (for states with ~r = - the relation 
seems to be more complex) are not explicitly included in the MONSTER 
wavefunction, though the number projection brings in correlations up to 
6qe. The much higher level density of the CSM spectra is best seen for 
the ,/~ -- 2 -  states. However, since for one-particle, one-hole excitations 
( l p l h  is equivalent to seniority v -=- 2 or to 2qe) the two models give similar 
results, the photoabsorption predictions are expected to bc similar for the 
two models. 

The excitation spectrum of Na20 in fig. 5 dcmonstrates that also heavier 
clusters can be treated with MONSTER. The single-electron basis includes 
all orbitals from the N = 0, 1, 2, 3 and 4 oscillator shells. The increased 
level density as compared to the Nal0 case is remarkable. Here the cutoff is 
chosen so that the maximum number of states for a given J is of the order of 
100 and 200 for negative- and positive-parity excitations, respectively. We 
notice that e.g. the density of the 1 -  states, important for the photoabsorp- 
tion properties, is actually not so different from the densities in the lighter 
clusters. Quantitative work on this aspect is in progress. 
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Fig. 5. Lowest projected 2qe excitations with positive parity of Na20 cluster 
calculated with MONSTER in the ls lp 2s ld 2p lf3s 2d lg space. 

So far we have applied the CSM to photoabsorption by the Nas, Na9 
and Nal0 clusters. We calculate cross sections, integrated over a single 
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excitation, by the relation 

/& ~()~)d)~- Slr3hca 1 (J ll llJO (5) 
3 Eli 2 J i + l  

To obtain the curves in fig. 6 we have convoluted the cross section (5) using 
a Gaussian with a phenomenological width of 30 nm. 

Z 
CD 
H 

u~ 9 
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d 

CD 

200.0 300.0 ~00.0 SO0.O 600.0 
WRVELENGTII (nm] 

Fig. 6. Photoabsorption spectra of Nas, Na9 and Nal0 clusters calculated with 
eq. (5) from CSM electric-dipole matrix elements. The initial state is the--- 
generally degenerate--ground state. Cross sections are convoluted with two Gaus- 
sians using widths of 30 nm (solid line, scale in/~2) and 3 nm (dashed line, scale 
in 10/~2). 

Qualitatively, the microscopic cross sections behave similarly to those 
calculated for a spherical and spheroidal jellium plasma [6]. The single peak 
in Nas would correspond to a single plasma resonance of a sphericM jellium 
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and the two peaks in Na9 and Nal0 to the two modes possible in a spheroidal 
jellium. Microscopically, the r operator seems to favour single-particle ex- 
citations. This is just the opposite of the collective plasma mode. For 
example, in Na8 the strong excitation at 330 nm is mainly a particle-hole 
state of ld ( lp )  -1 character. It would be tempting to identify this excita- 
tion with the large hump seen in experiment at about 480 nm. Similarly 
the small transitions seen at lower energy seem to have their experimental 
counterparts. The calculated absolute cross sections agree very well with 
the experimental ones. However, the calculated and observed excitation 
energies differ considerably, which calls for further theoretical s tudy with 
larger single-particle bases. 

In summary, we wish to emphasize that the rather ambitious microsopic 
models developed in nuclear-structure physics over the past decades seem 
to have found an important new area of application in the physics of atomic 
clusters. Since the two-body interaction is simple and certain for clusters, 
which is not the case in the nuclear realm, the models can be here tested 
with greater confidence. This favourable feature is unfortunately somewhat 
offset by the apparent need for ever larger bases, both for an accurate s tudy 
of small clusters and for even a summary study of large clusters. 
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Excitation energies and associated oscillator strengths for dipole-excited states of 
alkali-metal clusters- treated as jellium spheres - are calculated in the random-phase 
approximation(l~PA). Closed-shell systems with 8, 20, 34, 40, 58, and 92 delocalized 
electrons are considered. The ground State is described in the Hartree-Fock(HF) 
approximation. The excitation spectrum is determined by solving the I{PA equations. 
Exchange contributions are taken into account completely. The theoretical oscillator 
strength distribution is found to be very different for neutral and charged clusters. 
Static polarizabilities of the clusters are calculated and compared with experimental 
values and with other calculations. 

I. INTRODUCTION 

It is now well established [1] that gross properties of simple metallic clus- 
ters with from ten to a few hundred atoms can be understood in terms of the 
quantal arrangement of delocalized electrons moving in their mutual field and 
a smooth positive background (jellium model). To a first approximation, the 
dynamics associated with the moving conduction electrons govern the stabil- 
ity of the metallic cluster as well as its response to an external electromagnetic 
field. In that respect, the optical response of alkali-metal clusters has been 
the object of thorough experimental investigations revealing the existence 
of a giant dipole resonance interpreted as an collective electronic excitation 
(surface plasmon). [2-4] A substantial theoretical effort [5-9] has accompa- 
nied these experimental findings. In analogy with the infinite case, the finite 
electron many-body system is usually described in the local-density approx- 
imation(LDA). This has the advantage of taking the strong screening of the 
Coulomb interaction into account in a rather simple way. However, it prob- 
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ably fails to describe the outer part of the electronic distribution correctly, 
since the local exchange potential falls faster than 1/r. This fact might explain 
why static polarizabilities in the LDA are smaller than the measured ones.J10] 
Although most of the discrepancy probably originates from the crudeness of 
the jellium approximation, it is worth trying to assess carefully the LDA. In 
this paper, we calculate the dipole oscillator strength distribution and the 
static polarizability of closed-shell sodium clusters by using the I~PA. As in 
other jellium models, it is assumed that the positive ions form a homogeneous, 
sharp-edged spherical distribution. Our calculations differ from previous work 
based on the LDA in that the exchange interaction is taken into account fully. 
The ground state is described in the HF approximation, leading to a non-local 
HF central potential. A complete basis of single-particle states is constructed 
by confining the cluster to a cavity of large but finite radius, thereby dis- 
cretizing the continuum. The spectrum of physical dipole-excited states is 
then obtained by solving the RPA matrix equation. These states are used to 
determine oscillator strengths for dipole transitions from the ground state as 
well as the ground state static dipole polarizability. The resulting oscillator 
strengths and polarizabilities are discussed in the light of LDA predictions 
and experimental data. The major approximation remains the assumption of 
a uniformly charged background. We discuss how a diffuse surface modifies 
the results. 

II. HARTREE-FOCK APPROXIMATION FOR, THE GROUND STATE 

A jellium cluster consists of free electrons in a homogeneous, positively- 
charged background. In alkali metals, the itinerant electrons are the valence 
electrons, one electron per atom. The Hamiltonian describing the electron is 
written: 

ho = + + u f f )  (1) 

where Ybkg(r) is the positively-charged background potential, and U(r) ac- 
counts in some approximation for the electron-electron interaction. Since we 
assume a constant-density distribution for the jellium ions, we have: 

Vbkg(r) = --2-~ 3--  2 
_A r > R  

r 

(2) 

where A is the number of ions and R = A½rs. The Wigner-Seitz radius rs 
is assigned its bulk value, i.e. 4a0 for sodium (ao being the Bohr radius). 
The many-body Hamiltonian describing the system made of Z delocalized 
electrons in the presence of A ions is then: 

H -- Ho + V, (3) 
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z 
Ho = ho(,-,), (4) 

i=1 

(5) 
V = -~ ij riJ " 

In the present work, the potential U of Eq.(1) is the non-local HF potential 
defined as: 

dr' ~ , , 
VHF u.(r) = ? / ~ - - ~ [ u ,  ( r )u , ( r  ) u ~ ( r ) -  u~ (r ')u.(r ')u,(r)] (6) 

where the u's are the single-particle wave functions and the summation ex- 
tends over occupied states. Restricting to closed-shell systems, we are led 
to solve coupled radial HF equations for the occupied orbitals. This is a 
standard procedure in atomic physics; a numerical code has been written to 
yield single-particle orbitals u~ and eigenenergies (e=) to a very high accuracy 
(typically one part in 10s). As an illustration, we show in the top panel of Fig- 
ure 1 the ground-state density PnF(r) for N~a obtained from the numerical 
solution to the HF equations. 
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Figure  1. Top panel: radial electronic density PHF(r) for the 
ground state of Na+3 ( r s  = 4ao). Bottom panel: radial transition 
density paeA(r) for the dipole transition at 2.84eV which carries 
40.6% of the f sum rule in Na+3. The radius of the jellium back- 
ground sphere is indicated by the vertical bar. (Units: %3) 
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III. RANDOM-PHASE APPI~OXIMATION FOR DIPOLE EXCITATIONS 

Previous microscopic calculations[5-7, 9] of the optical response of small 
alkali-metal clusters have been carried out within the framework of the RPA 
which allows one to take into account the strong screening of the electron- 
electron interaction. In all these calculations, it has been found that t h e  
average dipole resonance frequencies are systematically blue-shifted with re- 
spect to experiment.[2-4] They all start from an effective density-dependent 
interaction, thus avoiding the numerical complications that result from the 
exact treatment of exchange. Here we study the vibration modes when the 
ground state is a Slater determinant obtained by solving the HF equations 
discussed above. There are different ways of deriving the RPA equations 
which may be put into matrix form: 

A B  

The matrix A contains matrix elements of the Coulomb interaction between 
particle-hole excitations, whereas the matrix B is composed of matrix ele- 
ments of that interaction between the ground state and two-particle-two-hole 
excitations: 

Am~,,~b = (am - e, , )6J,~n+ < mb]Vlan > 

Bm~,,~b = < mnlVlab > 

i r - r '  I I r - r '  I 
(8) 

The indices a, b (n, m) refer to the hole (particle) states. The positive eigenval- 
ues wk of Eq.(7) are the excitation energies of the system. The corresponding 
eigenvectors, representing the physical states, are expressed as linear combi- 
nations of forward-going and backward-going amplitudes X~a and Y~a. A 
numerical solution of the eigenvalue problem (7) requires a complete set of 
single-particle states. In order to discretize the continuum states, it is con- 
venient to confine the cluster to a cavity of finite radius. By choosing this 
cavity radius sufficiently large, the low-lying bound states in the cavity can be 
brought arbitrarily close to the actual HF bound states. Although the cavity 
spectrum is discrete, it is infinite. A finite HF pseudospectrum is built by 
expanding the HF orbitals in terms of a finite number of B-splines. The low- 
lying states in this pseudospectrum can be adjusted very accurately to the 
HF states by an appropriate choice of the number and order of the B-splines 
used. For more details see Ref.[ll]. 

An angular reduction of the RPA equation is performed with the restric- 
tion to dipole excitations. An external electric dipole field gives rise to a set 
of excitation channels. The radial amplitudes which are associated with these 
channels are expanded in terms of the pseudostates. In order to reach a very 
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high accuracy, 50 B-splines of order 7 have been used. As an example, we 
have 10 channels for Z = 40, resulting in matrices A and B each of dimension 
466 x 466. The FORTRAN routine RSG fl'om the EISPACK library [12] is used 
to find the eigenvalues and eigenvectors of the matrix equation (7). 

The  dipole transition amplitude from the ground state to the k th excited 
state is expressed in terms of reduced matrix elements of the dipole operator 
d a s :  

• r k  
qk = E (xmo- < umlldlluo >, (9) 

a m  

and the corresponding oscillator strength is given by: 

4 2 
f k -~wkqk. (10) 

The  Thomas-Reiche-Kuhn f sum rule, ~k fk = Z, is satisfied to better than 
one part  in 105, providing a numerical test of the RPA calculation. In the 
lower panel of Figure 1 we show the transition density PRPA(r) for the 5 th 
excited state of Na+3 which exhausts 40.6% of the f sum rule. Generally, the 
transition density for the k th excited state is given by: 

P~PA(r) = Z ( X ~ -  Y~a)u~( r )u , ( r ) .  (11) 8oj 
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age of the f sum rule given as a function of the excitation energy for 
Na and Na + clusters with Z = 20, 40, and 92 delocalized electrons 
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The oscillator strength distributions for the lightest systems, Nas and 
Na¢, agree with the previous LDA results of Ref.[7]; a single line at 2.66eV 
(~JLDA ~- 2.8eV) exhausts" more than 70% of the f sum rule for Nas and a 
corresponding line at 2.95eV (02LD A = 3.1eV) exhausts more than 90% of the 
sum rule for Na~. IN Figure 2 we show the oscillator-strength distributions 
for three larger closed-shell systems (Z = 20, 40, and 92), both neutral and 
singly charged. To compare the results for different cluster sizes, the percent- 
age of the sum rule contributed by each line is plotted. A few observations 
ought to be made. As already shown by RPA calculations based on LDA, 
a few states exhaust the f sum rule. These states, which lie below the ion- 
ization threshold, around 3.4eV and 4.6eV for neutral and charged clusters, 
respectively, are bunched and lead to the observed giant dipole resonance. 
There is a marked difference between neutral and charged clusters. In the 
later case, which is characterized by a relatively higher ionization potential, 
the dipole oscillation is shared by fewer states (a single peak exhausts 80% 
of the sum rule in case of Na+l), but lies at about the same frequency. As 
the size of the cluster grows, the splitting into several states also grows. A 
weak dependence of the average excitation frequency on the number of atoms 
is observed. A calculation on Nass, not shown in the figure, confirms this 
trend. These lines, even for the heavier systems, lie well below the classical 
Mie frequency 3.4eV. A straightforward comparison with experimental data 
on photoabsorption cannot be performed since the broad peaks which are ob- 
served are due to the coupling of the electronic vibrations to the ionic jellium 
density fluctuations,J13] a fact which the present model does not embrace. 
The observed photoabsorption cross section for Na20 shows two broad peaks; 
a stronger peak centered around 2.4eV and and a slightly weaker but broader 
peak at 2.75eV.[4] This is in harmony with the theoretical prediction for Na20 
which gives two lines at 2.5eV and 2.SeV having about equal strength. With 
regard to RPA calculations based on LDA, a systematic - although small - 
red shift of the main lines is observed, but the shift is not sufficient to resolve 
the discrepancy with experiment. The differences between the present calcu- 
lations of resonance frequencies and LDA calculations (as well as experimental 
data) are consistent with our prediction of the static dipole polarizabilities 
which are given in terms of the f-distribution through the relation 

A (12) ~RPA -~- E ~.2" 
k ~0k 

These polarizabilities, are reported in Table 12. Our RPA calculation predicts 
static polarizabilities which are systematically lower than experimental values 
by about 15% but higher than the values obtained in the framework of the 
LDA by about 5%. The LDA mean field falls faster than the 1/r asymptotic 
HF potential, leading to a smaller radius and thus a smaller static polarizabil- 
ity. We see, however, that this effect does not improve the agreement with 
experiment sufficiently. 
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A 8 20 34 40 58 92 

~RPA 755 1808 2806 3529 4619 
aexp 879 ± 17 2138 ± 43 3520 ± 17 4090 ± 77 
~LDA 716 1715 2698 3328 4492 

7178 

T A B L E  I. Static dipole polarizabilities O~Rp A (a03) of Na clusters 
(rs = 4a0) for different sizes A compared to experimental values 
ae~  [10] and to LDA predictions aLDA[14]. 

The major approximation in the jellium model lies in an arbitrary choice 
of the positive background distribution: a sharp-edged distribution with an 
assigned value for rs. A small variation of the mean jellium background will 
lead to a change of the mean electronic distribution of the same order; and 
this in turn will lead to a much larger change of the dipole polarizabilty which 
scales as the volume of the electronic distribution. 

2 , , , , , , , , , , , t , , , , , , , , , , ,  

~.1.6 

E 
0 -~ 1.2 

"~ 0.8  
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Energy (eV) 

3.2 

F i g u r e  3. Photoabsorption cross section per atom for Na+o cal- 
culated by folding the RPA spectrum with a Lorentzian shape of 
width F/hwk  = 0.1. 

To illustrate this behavior we consider an inhomogeneous but smooth back- 
ground density distribution parameterized by a Fermi function: 

p(r) - p0 
1 + exp[ ]" (13) 

We assume that the central density, p0 is the bulk value fixed by r s  and 
we adjust the surface diffuseness parameter fl in order to obtain a static 
polarizability in agreement with the experiment.In case of Na2o we find a 
diffuseness parameter fl ~ 0.7ao. The corresponding RPA calculation leads 
to a strong redistribution of the oscillator strength . On one hand the mean 
resonance frequency is red-shifted due to a larger value of < r 3 > and, on 
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the other hand, the giant dipole oscillation is split into more states. In order 
to compare to experimental data we follow the prescription of Ref.[7] by 
folding the oscillator strength distribution with a Lorentzian shape of width 
F/hwk = 0.1. The resulting photoabsorption cross section is shown on Figure 
3.The calculated distribution is in very good agreement with the experimental 
data of Ref. [4] although an overall energy shift of about 0.15 eV still remains. 

In the paragraphs above, we have shown that replacing RPA calculations 
of the optical response of metallic clusters made using a density-dependent 
interaction(LDA) by RPA calculations based on the HF theory improves to 
a certain extent the agreement between calculations in the jellium model and 
experimental data. However, systematic quantitative differences between the- 
ory and experiment remain. More progress in understanding these differences 
will probably be made by addressing the limitations of the jellium model, 
rather than by improving the treatment of the finite electron system. 

The authors would like to thank S. Blundell, M. Brack, C. Br~chignac, 
M. Ha~sen, H. Nishioka and C. Yannouleas for stimulating discussions. 
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We briefly summarize trends in the structural and electronic properties of small 
clusters of Na, Mg and Si. In particular, the validity of the spherical jellium picture 
is discussed and the applicability of the concepts used to classify magic and 
non-magic number clusters in alkali metals is examined for other systems. 

Introduction 

One of the ultimate goals of the theoretical investigation of small clusters is to 
provide a simple scheme for the classification of their structural as well as their 
electronic properties. One of the first steps in this search is the study of general 
trends, which should lead to the identification of valuable classification parameters. 
While in the study of solids one usually aims at (and can restrict oneself to) 
classifying the structural properties of isoelectronic systems [11 in the case of 
finite-size aggregates we are confronted with two - most of the time -- distinct 
problems, namely the classification of the equilibrium structures of clusters with the 
same number of atoms (which we define as "isoarithmic") and the classification of 
the electronic properties of isoelectronic clusters. In either of them, the question 
arises, "what special characteristics do the magic-number (MN) clusters have7" 
Clearly, this whole project is quite formidable. A large data base is also required 
before one can start to build such a general anad simple scheme. 

In this paper, we shall discuss our findings for a still restricted data base, i.e., 
some microclusters of Na, Mg, AI and Si, which were obtained with the 
Car-Parrinello method [2,3]. 

Clusters with the Same Number of Atoms 

In the search for trends in the physical properties or aggregates with the same 
number of atoms, we have considered the 13-atom clusters of Na, Mg, AI and Si in 
detail l-4], The low-energy patterns presented indeed no common characteristics, 
apart from the fact that non-crystalline exotic structures were highly favored over 
crystalline arrangements. While only pentagonal rings were found for the multitude 
of quasi-degenerate isomers of Nal3, hexagonal rings were also observed in Mgl3. 
The pentagonai motif had indeed been previously identified as a characteristic 
feature of  the structures of sodium microclusters [5]. While for Na, Mg and Si the 
icosahedron turned out to be highly unstable, for AI,3 a slight Jahn-Teller induced 
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distortion was able to stabilize an icosahedron-like geometry. The reason for this 
can be understood in terms of the spherical jellium model, for which 40 electrons 
correspond to an electronic shell closing. In Alia the number of valence electrons is 
39 and thus corresponds almost to the shell filling. In fact from experiments the 
anion AI~- a can be classified as a MN cluster I-6]. Sil3 is also observed to be magic, 
in the sense that it is particularly unreaCtive to several molecules I-7]. In contrast 
with previous predictions I-8] of an icosahedral structure that could explain this 

special inertness, we find that it cannot be simply explained in terms of a particularly 

rigid and compact atomic configuration. The low-energy structures are, however, 

characterized by a seed unit that is either a trigonal prism or a trigonal antiprism. 

This type of trend from Na to Mg to Si also manifests itself in our results for the 

10 and 20-atom clusters [5,9,10], i.e., the presence of pentagonal rings in Na, of 

trigonal prisms as central seeds in Si and the character of Mg, being somehow 

intermediate between Na and Si. The calculated structures of lowest energy [10] for 

Mgl0 and Mg2o are illustrated in Fig. l(a) and (b). Mgl0 is a tetracapped trigonal 
prism (TTP) similar to Sil0, while Mg20 can be described as a three-layered structure 
with two capping atoms. These geometries are confirmed by other independent 
calculations that also used the Car-Parrinello method 1,11,12]. 

Fig. 1. Lowest-energy structures of (a) Mgl0 and (b) Mg2t I. 

Clusters with the Same Number of Valence Electrons 

In this section we shall consider isoelectronic clusters with 20 and 40 electrons, which 

correspond to electronic shell closing in the spherical jellium model and to MN 
clusters for alkali metals. Among the issues of interest, we have considered the 

following: Is shell closing true for magic-number clusters of elements other than the 
alkalis? Can we define some -- either structural or electronic -- simple parameter 

that distinguishes magic from non-magic number clusters? Is the angular 

momentum 1 also a good quantum number for the classification of one-electron 
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states in clusters of elements other than simple metals? To what extent are spherical 

jellium models valid for Na and Mg clusters and which are the temperature effects? 
We have chosen two parameters that give a "global" description of structural and 

electronic properties, respectively: the eccentricity or the structure r/ and the 

spherical-shell-closing deviation parameter EI. The definitions are as in Ref. 5: 

rl = 1-lmin/lav,  whereLl, n!n and lay are the minimum and the average moment of 

inertia; E L = 1 - (Z ~ w~)/n~l, where nel is the number of electrons and w~ is the 
I=0 

weight of the l-c~aponent in the expansion of the i-th orbital ~[~i in spherical 

harmonics centered at the center of the cluster. The sum runs only over the 

occupied molecular orbitals (aMOs).  The calculated values are reported in Table 1. 

Table 1. 20-e and 40-e systems. All3 is also included for 
comparison. 

System r/ EL= 2 EL= 3 

Nazo 0.03 
Mgl0 0.05 
Si s 0.01 
P4 0 
Mg20 0.051 
Sit0 0.066 
All3 0.027 

0.056 
0.049 
0.088 
0.094 

0.06 
0.03 
0.02 

As representatives of the 20-e systems we have considered Na2a which is an MN 

cluster, Si 5 which is definitely a non-MN, and MgH~. For the small Mg clusters, 
abundance spectra are not available so that MNs are not yet experimentally defined. 

Also, the theoretical situation is still unclear, owing to the interplay of van-der-Waals 

and chemical bonding in the cohesion of Mg microclusters which the currently 

available calculations are not able to describe on the same footing. The results we 

give here are within the LDA scheme. Very recent calculations 1-12] including 

gradient corrections to the LDA exchange-correlation ftvnclional predict no change in 
the bonding picture at least in the range of 10 to 20 atoms we consider here. For the 

40-e systems, the representatives chosen are Mg20 and Sil0, the laU.cr being a MN in 
the abundance spectra. 

We recall that the sequence of levels in a spherical jellium model is Is, lp, Id, 2s, 
If, 2p etc., so that in the ideal case El.=2 = 0 for a 20-e system and EL= 3 = 0 for a 
40-e system. Having defined the reference model, small values can be expected only 
for systems with rather delocalized electron states. As an example, we note that a 

value EI~=2 = 0.05 for a 20-e system (such as Na20): must be considered small, since it 
says that only 5% of the spectrum of the electronic states deviates from the "ideal" 

composition. Looking at the trend, we see that the ~,;tructural parameter ~/does not 
distinguish between MNs and non-MNs, and that the electronic parameter E L is 

more appropriate. However, when we extend this analysis to an isoelectronic and 
especially stable molecule with strongly directional bonds, such as P4, we find that 
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r /= 0 (as it is a tetrahedron) and that tile HOMO-LUMO gap is a few eV large, but 
the value of EL= 2 denotes a relatively high degree of hybridization with orbitals of 
higher angular momentum (Table I). Although such an hybridization is generally 
allowed in the T d symmetry, we recall for comparison for Na 8 in the stellated 
tetrahedron structure the OMOs are fully describable as Is and lp. Looking at Mg20 
and Sit0 in Table 1, we see that -- as expected -- both parameters are larger than in 
All3, which has 39 electrons and an especially symmetric structure. We note in 
particular that Ez.= 3 is amazingly small for Sij0, which reflects the fact that the 
structure is rather compact and the bonding is not as directional as in bulk silicon. 

Investigating the electronic structure in greater detail means explicitly inspecting 

the hybridization of the cluster orbitals ff/i and the nature of the electronic potential. 
Our results for the occupied states of the systems mentioned above can be 

summarized as follows: significant hybridization is present only in the HOMOs for 

Na2o, Mgl0 and All3, while it starts in the middle of the OMOs for Silo and Mg2o, 
thus covering a few eV down from the HOMO. For sake of comparison, we find that 
hybridization is present throughout the spectrum for non-MN clusters, such as Nal0 
and Nal3 [51 and also for all Si clusters other than SiHj -- including Sil3. Also, we 
found that in Na s this hybridization is essentially absent for the OMOs but is 
present in the empty states. Na s is particularly interesting, since this property 
remains true for all the low-energy isomers and is only weakly affected at finite 
temperature I-5"1. Regarding the structural dependence of the above considerations, 
we have verified that for Mglo and Na20 these are largely independent of the specific 
low-energy isomer considered. In contrast, for Silo the only other isomer we have 
considered, the tetracapped octahedron (TO), presents a lalge hybridization for most 
of the OMOs. Indeed, in our calculations I-9] the TO is by 0.65 eV higher than the 
TTP, while for Mgl0 and Na20 we find topologically similar and quasi-degenerate 
isomers. 

Regarding the nature of the electronic potential, we have considered it in detail 
for sodium clusters in Ref. 5. In particular, in the case of Na2o we have found that 
the spherical component is dominant and that the deviation fi'om spherical symmetry 
is spatially localized. Indeed, this is particularly high in those regions in which 
capping atoms are located and both the atomic and the electronic densities are 
relatively high and anisotropic. This is reflected, for instance, in the fact that the 
two highest OMOs present significant hybridization. Looking at the radial variation 
of the spherical component [here reported in Fig. 20)]  and decomposing it into the 
pseudopotential, electrostatic and exchange-correlation contributions, we learn that a 
strong cancellation occurs between the first two terms, which are more strongly and 
directly dependent on the atomic structure. The same analysis made for Nal0 [Fig. 2 
(b)-1 and Mgl0 (Fig. 3) shows that such a cancellation is much less effective. In Figs. 
2 and 3 we also compare the Wood-Saxon (WS) potential with our LDA potential. 
The parameters for Na are taken from Ref. 13 and for Mg we follow the same 
prescriptions. The WS potential is a very good approximation for Na20 beyond 4 
a.u.; it corresponds to somehow averaging out the oscillations in Nalo, but is 
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Fig. 3. Same as Fig. 2 for Mglo. 

definitely too high and too short-ranged for MgH~. In Mg m, one can indeed obtain a 
better agreement beyond 3 a.u. by increasing the Wigner-Seitz radius parameter. We 
note, however, that the transferability of the Wood-Saxon potential with fixed 
parameters is good from Na 8 to Na20, but rather poor from Mglo to Mg20. 

Finally we remark that temperature elTects for the small Na clusters tend towards 
increasing the hybridization of the OMOs and, correspondingly, towards decreasing 
the HOMO-LUMO gaps. However, this does not imply that the magic-number 
dusters defined by the spherical-shell closing lose meaning. As mentioned above, 
Na 8 keeps a very small value of EL= 1 a t  least up to .500 K, and non-magic number 
clusters such as Nat0 and Nal3 are found to be even more affected by temperature, 
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both in the electronic spectrum and in the structural properties. In particular, they 
easily transform to non-rigid systems. For a detailed study, the reader is referred to 

Ref. 5. 

Conclusions 

The considerations made above must be regarded only as first steps of a program 

aimed at finding a classification scheme for either "isoarithmic" or isoelectronic 

clusters. Using the spherical jellium model for the classification of the electronic 

states of small clusters is analogous to using the free electron model as basis 

paradigm for the energy bands in solids. As such, its application is wider than for 
alkali metals but still limited. In considering the criteria leading to MNs, we see that 
in silicon the key criterion has not yet been identified, in spite of the fact that a 
correlation exists between the calculated fragmentation energies, the HOMO-LUMO 
gaps and the appearance of peaks in the abundance spectra. Inspection of the 
electronic structure and the preferred geometry indicate that Sit0 is somewhat special 

among the silicon microclusters. We also notice that in Na, Mg and Si there is no 
preference for highly symmetric structures, even in the case of MNs. 

An example of a totally different system is C60, the magic number par excellence. 

Here the structure is the key factor for the stability [14], the symmetry is very high 

and the system also corresponds to a closing of electronic shells. The electronic 

potential is dominantly spherical, as witnessed by the fact that most of the OMOs 
keep a dominant/-character. The electron density is localized on the atomic shell and 
the ordering of the energy levels is of the type Is, Ip, Id, If, Ig, lh etc. This hints at 

a new paradigm for the classification of the electron states in fullerenes. 

References 

1. See, e.g., W. Andreoni, G. Galli: Phys. Chem. Minerals 14, 389 (1987) and references 
therein. 

2. R. Car, M. Parrinello: Ptiys. Rev. Lett. 55, 2471 (1985) 
3. For recent reviews on the application to clusters, see R. O. Jones: Angew. Chem. 103, 

647 (1991); W. Andrconi, Z. Phys. D 19, 31 (1991); V. Kumar: Proc. 8th Natl. l¥orkshop 
on Atomic and Molecular Physics. llyderabad, l)ec. 1990, ed. A.P. Pathak (Nova 
Publication) 

4. U. RSthlisberger, W. Andreoni, P. Giannozzi: J. Chem. Phys. (in press) 
5. U. R6thlisberger, W. Andreoni: J. Chem. Plays. 94, 8129 (1991) 
6. R.I. Leuchtner, A.C Harms, A.W. Castelman Jr.: .I. Chem. Phys. 94, 1093 (1991); A. 

Nakajima et al.: Chem. phys. Lett. 177, 297 (1991) 
7. M.F. Jarrold, J.E. Bower, K.M Creegan: J. Chem. Phys. 90, 3615 (1989); M.F. Jarrold, 

U. Ray, K.M. Creegan: ibid. 93, 224 (1990); U. Ray, M.F. Jarrold: ibkL 94, 2631 (1991) 
8. J.R. Chelikowsky, J.C. Phillips: Phys. Key. Lett. 63, 1653 (1989) 
9. W. Andreoni, G. Pastore: Phys. Rev. I1 41, 10243 (1990) 
10. U. ROthlisberger, W. Andreoni: To be published 
11. V. Kumar, P,. Car: Phys. Rev. B 44, 8243 (1991); V. l)e Coulon et al., Z. Phys. D 19, 

173 (1991) 
12. V. de Coulon, P. Ballone, J. Buttet: Preprint 
13. W.D. Knight et aL: Phys. Rev. Lett. 52, 2141 (1984) 
14. H. Kroto: Science 242, i 139 (1988) 



MAGNETIC PROPERTIES OF TRANSITION- AND RARE-EARTH 

METAL CLUSTERS 

P. Jensen 1, G. Pastor 2, and K.H. Bennemann I 

1 Institute for Theoretical Physics, Freie Universitgt Berlin, 

W-1000 Berlin 33, Germany 

2 Universit£t zu KSln, Theoretische FestkSrperphysik, Ziilpicher Str. 77, 

W-5000 KSln 41, Germany 

Abs t rac t :  The magnetic properties (#i(n), To(n), spin-order) of transition 

metal clusters like Fen, Con, Crn, and of rare-earth metal clusters like Gdn, 

Tbn, are discussed, including the behaviour of an ensemble of clusters in an 

external magnetic field. 

Recently, Callaway et al.1 and in more detail Pastor et al.2 studied 

the ground state magnetic properties like local magnetic moment #i(n) at 

site i in a cluster of n-atoms, the spin-order in such clusters, and also the 

size-dependence of the Curie temperature3, Tc(n). This was motivated by 

the following interesting physical questions: what is the interdependence of 

lattice structure and magnetism, s. f.c.c, vs. b.c.c. Nin, etc.; how changes 

local spin behaviour to itinerant behaviour in Nin, Fen etc., as a function of 

cluster size; how is magnetic frustration handled in small Crn, Mnn clusters 

(via distortion?); how important is magnetic anisotropy in small clusters? 

Using an electronic theory, Hubbard tight-binding-like Hamiltonian, one 

obtains 2 for Fen, Crn, Nin, etc., that #i(n) depends typically on cluster site 

i and size n, but 

 i(n) (1) 

where #b refers to the bulk magnetic moment. One obtains furthermore, 

that in Nin and Fen magnetism depends sensitively on the atomic struc- 

ture, that spin order occurs already in small clusters and that To(n) is 



359 

smaller in clusters 3. Corresponding to the situation at surfaces, the mag- 

netic anisotropy Eanis ,'~ K2cos2~ + " - ,  is expected to be larger in clusters 

than in bulk. Results on the spin-dependent electronic density of states, 

Ni~(e), indicated many cluster specific interesting features, reflecting many  

body effects and in particular magnetism, s. for example, Nia(e, n) for 

Crn. 2. 

In view of these results, the very recently observed Stern-Gerlach de- 

flection of a cluster ensemble in an inhomogeneous magnetic field B by 

de Heer et al.4 for Fen and by Bucher et al.5 for Con, Tbn, etc., seemed 

very puzzling. Note that  an asymmetric deflection profile and a low mag- 

netization (#z(B))  is observed. For Fen and Con this low magnetization 

can be explained by a superparamagnetic model3, 5 (Langevin behaviour), 

whereas for Gdn (and presumably also for Tbn) a strong deviation from the 

Langevin behaviour is obtained. For the latter clusters, at first sight, the 

experimental results seem to suggest #i(n)  < #b as being responsible for the 

low magnetization3,4,5, which is not expected physically. 

In the following we use our results obtained for #i(n) and To(n) to 

explain in particular the experimental results observed for cluster ensembles. 

The control parameters of our theory, details can be found in ref. 3, are (a) 

T - the cluster temperature,  (b) Tc - the spin order critical temperature,  

(c) K 2 - the magnetic anisotropy, and (d) the blocking tempera ture  Tbl , 

resulting, for example, from an energy barrier due to magnetic anisotropy6, 

which hinders the combined total cluster magnetic moment  fin to align in 

the inhomogeneous magnetic field B. For T < Tc the clusters behave like 

superparamagnets.  It is assumed4, 5 that  before entering the Stern-Gerlach 

magnet  the clusters rotate rapidly and that  fin is tied to a crystal axis due 

to magnetic anisotropy, thus fin rotates with the cluster. 

Results of our physical model for the magnetic behaviour of an ensemble 

of transit ion-metal  and rare-earth clusters, which in general have a much 

stronger magnetic  anisotropy, are the following: First, due to the possibility 

of transferring angular momen tum to other internal degrees of freedom, 
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Fig. 1: Calculated Curie-temperature To(n) as a function of the number n 
of atoms for icosahedral and cubooctahedral clusters. 

asymmetric deflection occurs for clusters larger than a critical size ne 

(no "~ 3 -+ 4, .- . ) ,  since energy gain by aligning fin along B is possible and 

not prevented by angular momentum conservation like in atoms. Secondly, 

to assure that T < To, T ~ 200 + 300K typically4, 5, we show molecular field 

type results for Tc(n) in Fig. 1. Note that Tc -~ ~ T bulk for n ~ 50. Results 

for (#z(B)) are shown in Figs. 2 and 3. In these two figures we assumed 
that the duster rotation does not prevent the cluster magnetization to reach 

its equilibrium value. Note the significance of T vs. Tbl and of I(2: ( # z ( B ) )  

decreases for increasing K2 as physically expected. 

Thus, (#z) is expected to be much smaller for Tbn than for Con in the 

case T < Tbl , for example. (#z) should increase with n, since Tc increases, 

and since possibly the atomic structure changes (s. Nin , f . c .c . ,  etc). 
n 

The comparison with experimental results4, 5 in Fig. 3 indicates discrep- 

ancies. These are presently unclear, but might have an interesting physical 

origin (resulting from the cluster rotation with frequency wro~). Note, if 

Wrot > wrel, Wrel "~ wv " e x p ( - n K 2 / T ) ,  where wv denotes the gyromagnetic 
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Fig. 3: (#z) vs. applied magnetic field B for Con- (full lines) and Tbn- 
clusters (dashed lines) with n=66 and the cluster temperature T -- 170K. 
For the anisotropy energy I(2 we take the bulk values (Co: 0.33 K; Tb: 

2 mbulk 124 K), and the cluster Curie temperature Tc = ~ c  . The two limiting 
cases T > Tbl (superparamagnetic case in comparison with Tc --+ oo) and 
T < Tbl are depicted for Tb. For a better comparison of the theoretical 
results we choose for the atomic magnetic moment o£ Tb the Co- moment: 
~Co = 1.7#B. The parameters n and K 2 indicate that the case T > Tbl is 
appropriate for Co and the case T < Tbl for Tb. The symbols depict the 
experimental results for Co66- clusters5. 
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precession frequency, one expects (#z) --~ 0, since the moments have no time 

to relax in the direction of B. From the standpoint of the rotating cluster, 

its magnetic moment experiences a fluctuating magnetic field/~(Wrot). 

Under certain conditions the situation of a rotating magnetic cluster in 

a static magnetic field B corresponds to the one of a non-rotating cluster 

suspended, for example, in a liquid, and experiencing a fluctuating magnetic 

field 7 B(w). In Fig. 4 we show results for this latter case. 

z', 

v 

0,4 

0.2 

0.0 
--5. 

I ' I I 

-~~ . .  T = 0.5, - "'... K 2 = 0.0 

- 3 .  -1 .  1. 3. 

In(oJr ot/~r el ) 

Fig. 4: Frequency dependent magnetic susceptibility X(Wrot) vs. Wrot/Wrel 
for T = 0.5 #B (B = 1 T) and I(2 = 0 for superpaxamagnetic clusters 

in an oscillating external magnetic field B(wrot) as obtained from a linear 
r e l a x a t i o n  mode l :  hz ( t )  cx ~ ( t )  - (~z). r~,Z = 2~r/w~,l is the  characteristic 
relaxation time of the clusters (full line). For comparison the Debye-type 

susceptibility X(OJ,ot) = Xo(1 + (Wrot" Trd)2) -1 is shown (dotted line). 
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In summary, we have studied the magnetic behaviour of clusters. The 

magnitude of the magnetic moments #i(n) depends on its position inside 

the cluster, the cluster size n, and its atomic structure, s. f.c.c, vs. b.c.c. 

like Nin, Fen, etc. We obtained #i(n) ~ #b. Short range spin order occurs 

already in small clusters, ferromagnetic like in Ni, Fe, Co and antiferromag- 

netic like in Cr, Mn. Itinerancy increases with size in transition metal clus- 

ters, and magnetic anisotropy is larger for rare-earth metal clusters than 

for transition metal clusters. For a cluster ensemble the magnetization 

(#z(B,T, n)) exhibits the following properties: The cluster ensemble be- 

haves as a superparamagnet (Langevin system), if T < Tc, and T > Tbh 

and Wrot < Wrel. In the other cases (#z) can be much lower due to e.g. an 

increasing anisotropy energy I( 2 (Fe --+ Co --* Tb), causing T < Tbl. Fur- 

thermore, (#z) decreases with temperature and increases with n, if T < Tc. 
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